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Preface

Research interest into the Network-on-Chip (NoC) concept has increased consid-
erably over the last few years in both academia and industry. Academic examples
of complete systems include the Nostrum, Mango, SOCBUS and Xpipes while in
industry Spidergon, Aetherial, Silistix and Arteris are commercially available. To
improve performance of the systems (which are synthesized on Silicon), on-chip
device density and diversity have been increasing. For such on-chip integration or
Very Large Scale Integration (VLSI), the traditional System-on-Chip (SoC) based
approach is not suitable due to its several limitations: scalability, bandwidth and
latency. The technique does not scale well with increasing number of devices. Band-
width limitation of bus has led the SoC designer to look for better communication
technique. In addition, technology scaling causes severe synchronization problems
in global interconnect, unpredictable delay and high power consumption. As an
alternative, NoC has evolved as a standard to mitigate such problems.

In NoC, devices or IP-cores communicate with each other using a network.
The network consists of routers and links. Routers are connected via links using
a topology. The performance of traditional or two-dimensional (2D) NoC-based
systems depends on the diameter of the network topology, as it determines the
maximum delay in such systems. In addition, demand of interconnection scaling
and device diversity have suggested an alternative three-dimensional (3D) device
integration technique. The 3D integration technology offers the promise of being
a new way of increasing the system performance without scaling. The promises
are due to several characteristics of 3D integration: decreased wire length and thus
reduced interconnect delay, increased number of interconnects between modules,
and the ability to allow various materials, process technologies and functions in a
single chip. In this approach, several silicon dies are stacked and connected by using
the vertical interconnections. The length, delay and power consumption of vertical
and horizontal interconnections are typically asymmetric. Vertical interconnections
outperform horizontal ones. For this inherent property, 3D integration can be a
good choice for designing a complex system. To design three-dimensional NoC (3D
NoC) based systems, the primary components of the NoC, that is, routers, should
have additional two ports to connect two additional neighbours in vertical direction.

v
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Through-Silicon-Via (TSV) has evolved as a viable communication channel across
vertical direction of an extended router, as TSV provides low latency and low
power consumption. However, the TSV overhead including area, manufacturing
cost, routing congestion and yield loss can increase significantly as the number of
TSVs increases in a system. Moreover, it is expected that the maximum number of
TSVs in a high-performance 3D chip will be increased in every year. The dimension
of the TSV is key to 3D circuit designers, since it directly impacts exclusion zones,
where designers cannot place the transistors. Therefore, TSVs are expected to be
limited in number. They should be spread out for reducing the routing congestion in
the 3D NoC-based systems. The stringent constraints over number of TSV usage in
a 3D system as well as their position can make 3D NoC routers heterogeneous. That
is, some routers in a layer can have the TSV, whereas others do not. A minimum
distance has to be maintained between adjacent 3D-routers to take care of the TSV
geometry. This kind of router configuration can increase the average distance among
the IP-cores as compared to a traditional or fully connected 3D NoC. So such
kind of configuration can affect the overall system performance. The challenge of
combining both the approaches of 3D and NoC is to come up with the association
of cores of the fabric to the tasks of the application and proper placement of a
limited number of TSVs, making efficient use of the available hardware resources
and satisfying the communication needs of all the tasks.

Power and temperature are two roadblocks for designing the sophisticated
systems. It is also predicted that power density in the systems will increase in
successive generation of scaling technology. High-performance circuits consume
a significant amount of power, due to diverse functionalities and high frequency of
operation. The consumed power dissipates as heat. The high operating temperature
of the systems may lead to its unreliable operations. The increased power density
can also lead to an increase in several parameters: data activity, leakage power
dissipation and electro-migration. The high temperature can create vicious thermal
cycle acting as the positive feedback to increase leakage power further. Improper
thermal gradient, in turn, increases the failure rate of the chip. Interconnect delay
can also increase due to increase of temperature. In addition, temperature increase
is a global phenomenon as temperature of a module is increased by the diffusion
of temperature from the surrounding modules. In addition, the device packaging
and cooling technologies imposed a limit on the peak temperature for such systems.
Therefore, it is very challenging to deal with thermal heating problem in today’s
system design techniques.

Thermal heating problems are also exacerbated with the transition from a
2D-based system to 3D-based systems. The 3D integration can provide more
device density, bandwidth and speed. On the other hand, the amount of heat per
unit footprint increases with the integration of more devices, resulting in high
temperature. In addition, the heat sink is located far away from some of the layer.
Therefore, it is very challenging to remove heat from the 3D-based systems.

The device scaling technology has also increased the susceptibility to internal
defects in such systems. So, manufacturing tests of such systems are crucial, and
this is a complex and time-consuming process. Due to stress on time-to-market,
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test engineers focus on the reduction of testtime and perform parallel tests of
modules. Due to aggressive technology scaling into the nanometre regime, power
consumption is also becoming a significant burden as system designers set a limit
on maximum power consumption and peak temperature. The limits are imposed
by device packaging and cooling technology on the peak temperature. Moreover,
power consumption during manufacturing tests is more (2×) as compared to normal
operation. In addition, peak power consumption is often significantly higher (30×)
than the average power values. The consumed power leads to high temperature and
creates hotspots, which in turn leads to failure of good parts, resulting in yield
loss. Thermal safety during testing of such systems is a very challenging problem,
including 3D-based systems due to stacking of layers. This book highlights the
research activities of the aforementioned challenges in the domain of NoC-based
system design and test. This book is suitable for the scholar and the designer at
industry who are working on such domain.

Organization This book is organized into nine chapters. A summary of the chapters
is presented in the following paragraphs.

Chapter 1 presents the evolution of NoC-based systems, with different issues:
effect of three-dimensional (3D) integration technology, power and temperature, and
testing of such systems. It also highlights the shortcomings of SoC-based system
design technique. It also presents the importance of PSO technique as compared to
other evolutionary approaches.

Chapter 2 describes several alternative solutions for the above-mentioned prob-
lems and also discusses the shortcomings of the proposed approaches. It also
discusses about several design-time and runtime solutions for the problems.

Chapter 3 highlights an iterative heuristic technique to place the limited number
of TSVs in consultation with the application, in 3D NoC-based systems. This
approach is an extension of Kernighan–Lin (KL) heuristic technique. We have
augmented the basic KL approach by incorporating the iterative improvement phase.
To improve the solution quality, this phase has applied different operations: flipping
and swapping. The flow of the proposed technique and experimental results are also
presented here.

Chapter 4 describes a constructive heuristic technique to place the limited
number of TSVs by consulting with the application, in 3D NoC-based systems.
The motivation of such heuristic over iterative heuristic is presented in this chapter.
Constructive heuristic technique explores the possible solution more as compared to
the iterative heuristic technique. This chapter presents the overall workflows of the
proposed approach, experimental results, including comparison of iterative-based
approach.

Chapter 5 presents the placement of the limited number of TSVs in consultation
with the application, in 3D NoC-based systems by using Integer Liner Programming
(ILP). It also highlights the shortcomings of ILP, while considering the bigger
benchmarks. As a remedy, PSO, a meta-heuristic, technique is also proposed. In
addition, the basic PSO technique is augmented using several innovative opera-
tions, to improve the solution quality. This chapter presents the overall working
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principle of two proposed approaches, experimental results, including comparison
of iterative-based and constructive-based approaches.

Chapter 6 presents a thermal model to compute the temperature of the system. It
formulates the thermal-aware application mapping technique to improve the thermal
safety of 2D NoC-based systems. First, the problem is formulated by using ILP. It
also highlights the shortcomings of ILP, while dealing with the bigger benchmarks.
As a remedy to such problem, a discrete PSO, a meta-heuristic, technique is
also proposed. In addition, the basic PSO technique is augmented using several
innovative operations, to improve the solution quality. This chapter presents the
overall workflows of two proposed approaches, experimental results, including
comparison of other state-of-the-art approaches. A trade-off between performance
and thermal safety is also described in this chapter.

Chapter 7 describes the thermal-aware application mapping technique to improve
the thermal safety of 3D NoC-based systems. It presents two approaches to solve
the heating problem in 3D-based system. In one approach, some tolerance has been
imposed onto the performance (communication cost) to maintain the thermal safety,
whereas, in other approach, some extra silicon area has reserved to place the thermal
vias. A PSO, a meta-heuristic, technique is used in these approaches. In addition,
to improve the solution quality, the basic PSO technique is augmented using
several innovative operations. This chapter presents the overall working principle
of two proposed approaches, experimental results, including comparison between
the proposed approaches.

Chapter 8 highlights the temperature issues during the test of such systems,
including the improvement of testtime. The testtime of such systems is improved
by judicious testing of non-preemptive and preemptive modules or IP-cores. The
problem is formulated using an ILP. The shortcoming of ILP-based approach is
also highlighted here. As a remedy, a PSO-based, a meta-heuristic, technique is
used. Next, testing problem is extended to temperature aware, for 2D as well as 3D
environments and PSO-based technique is adopted for this purpose. In addition, the
basic PSO technique is augmented using several innovative operations, to improve
the solution quality. This chapter presents the overall workflows of the proposed
approaches, experimental results, including comparison of other state-of-the-art
approaches. A trade-off between testtime and temperature is also described in this
chapter.

Chapter 9 explores several future research directions, such as application-specific
systems design, integrated mapping and scheduling, reliability and fault tolerant
technique and multi-cast-based NoC testing.

Patna, Bihar, India Kanchan Manna
Patna, Bihar, India Jimson Mathew
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Chapter 1
Introduction

In sophisticated embedded VLSI products, a single chip implementation integrating
several Intellectual Property (IP) cores for performing various functions and
possibly operating at different clock rates is quite common. This implementation
is traditionally known as System-on-Chip (SoC). The SoC-based system design
methodology focuses on the computational aspects of the problem. However, the
number of components in a single chip and their performances continue to increase.
To address complex real-life applications, it is required to have multiple processors
which can cohesively communicate and provide high parallelism. This, in turn, has
resulted in Chip Multi-Processing (CMP) systems to provide scalable computational
power. Hundreds of processing cores are integrated on the SoC platform to build
Multi-Processor System-on-Chip (MPSoC) in deep submicron (DSM) technology.
In these systems, the design of communication architecture plays a major role in
defining the area, performance and energy consumption of the overall system.

1 System-on-Chip to Network-on-Chip: A Paradigm Shift

Traditionally, the shared medium arbitrated bus has been used as a communication
architecture in SoC-based systems. However, it has several limitations, when several
IPs are connected through a bus, such as scalability, bandwidth and latency (Dally
and Towles 2001). The architecture does not scale with the number of cores attached
(Grecu et al. 2004). Bandwidth limitation of buses has led the SoC designers to
look for better communication alternatives. Furthermore, technology scaling causes
severe synchronization problems in the global interconnect, unpredictable delay and
high power consumption. Satisfactory performance can be expected only when a
chip contains up to ten cores. However, as in the many-core era, the number of cores
residing on an SoC increase continuously; the focus of optimization is shifting from
computation to communication. Point-to-Point (P2P) communication architecture
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can be a good choice to mitigate the problem of global buses. However, the number
of links used in this architecture grows exponentially with the cores residing to
the system. For a large system, it may create routing problem (Bjerregaard and
Mahadevan 2006). A centralized crossbar switch mitigates some of the limitations
of the bus. However, connecting a large number of cores to a single switch is not very
effective, as it is not ultimately scalable, and thus, is an intermediate solution only
(Bjerregaard and Mahadevan 2006). In the many-core regime, individual processor
speed has improved significantly over the technology generations. As a result,
communication architecture has become the roadblock, limiting the overall system
performance. Several research groups from academia and industry have started
to find out suitable communication architectures for next generation many-core
based SoCs. In the process, Network-on-Chip (NoC) has evolved as a standard to
design the advanced Multi-Processor Systems-on-Chip (MPSoCs). It provides better
predictability, lower power consumption, greater scalability and fault-tolerance
compared to the previously known solutions for on-chip communication (Ho et al.
2001; Dally and Towles 2001; Benini and Micheli 2002). In an NoC, the processing
components (known as IP-cores) communicate between themselves using an under-
lying fabric of routers, connected in some topological fashion. Individual cores are
attached to routers through network interface (NI) module (Dally and Towles 2001;
Benini and Micheli 2002). The traditional data signal exchange between IP-cores
gets replaced by message passing through router network (Dally and Towles 2001;
Benini and Micheli 2002).

An NoC structure consisting of heterogeneous IP-cores (CPU, DSP, etc.) has
been presented in Fig. 1.1. The IP-cores communicate with each other via the
network and the network interface (NI) modules. The NI serves as a gateway

IP Core NI
NI

IP Core NI

IP Core NI

IP Core NI
IP Core NI

IP Core NI

IP Core NI

IP Core NI Switch

Switch

SwitchSwitch

Switch

Switch

IP Core

Switch
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Fig. 1.1 An NoC-based systems
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to convert computation to communication and vice versa. The network consists
of routers and communication links between them. Length of the communication
channel is primarily determined by the area occupied by the IP-cores, which is
typically unaffected by the network structure. Due to the advancement in CMOS
scaling technology, a large number of IP-cores can be incorporated into a single die.
However, the network diameter of an NoC can increase with more number of cores
added into a single die, which in turn increases the communication delay and power
consumption. Hence, the overall system performance decreases with the increase in
diameter.

2 NoC-Based Multi-Core Systems with Three-Dimensional
(3D) Integration Technology

For the demand of interconnection scaling, three-dimensional (3D) integration has
proposed as a solution. The 3D integration technology offers the promise of being
a new way of increasing the system performance without scaling. The promise is
due to 3D integration’s several of characteristic features: decreased wire length
and thus reduced interconnect delay, increased number of interconnects between
modules, and the ability to allow various materials, process technologies and
functions in a single chip. In this approach, several silicon-dies are stacked and
connected by using the vertical interconnections. The length, delay and power
consumption of vertical and horizontal interconnections are typically asymmetric
(Xu et al. 2011). Vertical interconnections outperform horizontal ones. For this
inherent property, 3D integration can be a good choice for designing a complex
system. To design three-dimensional NoC (3D NoC) based systems, the primary
components of the NoC, that is, routers should have the facility to support 3D
layout. The easiest way to extend a 2D router to 3D can be to add two more ports
to connect two additional neighbours in vertical direction with proper extension
of associated components: crossbar. The communication channel across vertical
direction of an extended router can be implemented by several techniques like
wire bonding, micro-bump, contact-less interconnection and Through-Silicon-Via
(TSV) (Davis et al. 2005). Among them, TSV is the most viable solution due to
its low latency and low power consumption (Xu et al. 2011). However, the TSV
overhead including area, manufacturing cost, routing congestion and yield loss,
can increase significantly as the number of TSVs increases in a system (Pasricha
2012; Xu et al. 2011). Moreover, as per the International Technology Roadmap for
Semiconductors (ITRS), the maximum number of TSVs in a high-performance 3D
chip is about 1000 in 2012 and expected to increase further by 1000 in every year
(Semiconductor Industry Association 2007). The dimension of the TSV is key to 3D
circuit designers, since it directly impacts exclusion zones, where designers cannot
place the transistors. Therefore, TSVs are expected to be limited in number. They
should be spread out for reducing the routing congestion in the 3D NoC systems.
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The stringent constraints over number of TSV usage in a 3D system as well as their
position can make 3D NoC-routers heterogenous. That is, some routers in a layer
can have the TSV, whereas others do not. A minimum distance has to be maintained
between adjacent 3D routers to take care of the TSV geometry. This kind of router
configuration can increase the average distance among the cores and reduce the
bisection width as compared to a fully connected 3D NoC. As the bisection width
and the average distance correspond to the number of parallel communication and
average latency in NoCs, degradation of these parameters have negative effect on
the overall system performance. The challenge of combining both the approaches
of 3D and NoC is to come up with the association of cores of the fabric to the
tasks and proper placement of limited number of TSVs, making efficient usage of
the available hardware resources and satisfying the communication needs of all the
tasks.

3 Power and Temperature Issues in NoC-Based Multi-Core
Systems

In NoC-based multi-core systems, power and temperature have become two dom-
inant constraints (Shang et al. 2006). Power density in the processing units has
increased in the recent past. It is expected to increase further in successive the
generations due to scaling in the features of CMOS technology, other than the
reduction in operating voltage (Semiconductor Industry Association 2007). High-
performance circuits consume a significant amount of power due to their variety of
functionalities and higher frequency of operation. A significant portion of consumed
power gets directly dissipated as heat. The high operating temperature of the
systems may lead to its unreliable operation. The increase in power density can also
lead to an increase in several parameters: data activity, leakage power dissipation
(exponential in nature) and electro-migration, resulting in even higher temperature.
The high temperature can create vicious thermal cycle acting as the positive
feedback to increase leakage power further. Improper thermal gradient, in turn,
increases the failure rate of the chip. Thermal hotspots can get created due to uneven
power distribution which in turn decreases the system performance and lifetime
(mean time to failure). Interconnect delay can also increase due to an increase in
temperature (about 5% for every 10 ◦C rise in temperature) (Quaye 2005). The high
instantaneous temperature in the IC can lead to catastrophic failures, as well as long-
term degradation in the IC and packaging materials. These may eventually lead to
system failures (FlipChip 2005). Therefore, thermal heating plays a major role in
today’s IC design. It is required to ensure the good thermal behaviour of such a
system in design time, even when it dissipates the maximum power. To cope with
this problem, one solution is to design efficient heat sink, so that internally generated
heat can transfer quickly to the ambience or some other cooling techniques. Various
cooling techniques are available in the literature. However, it is predicted by ITRS
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that the power density of 14 nm technology node will be greater than 100 W/cm2

and the thermal resistance between junction to ambient will be less than 0.2 ◦C
(Semiconductor Industry Association 2009). It is very important to keep the thermal
resistance limited to moderate value, as this may increase the packaging and overall
product cost.

One way to address the high and uneven distribution of temperature across the
system chip is to make sure that the IP-blocks are placed in such a way that they can
even out the temperature profile of the system. This necessitates the placement of
IP-blocks to be guided not only by their communication requirements but also their
temperature profile. However, such a solution is suitable for dedicated systems with
specific applications only. In the generic NoC-based system, such a problem can be
mitigated by using a proper association between tasks in the application and cores
in the topology, honoring the communication requirement of the application.

Thermal problems are also exacerbated with the transition from a 2D chip system
to a 3D stacked system (Sapatnekar 2009). The 3D integration can increase device
density, bandwidth and speed. On the other hand, due to increased integration, the
amount of heat per unit footprint increases, resulting in high on-chip temperature.
This, in turn, degrades performance and reliability of the systems. Moreover, as
NoC consists of different cores, each having its own power profile, area, frequency
of operation etc., it results in non-uniform heating of the chip. Observation of
the thermal contours of certain industrial chips shows that the temperature at the
hotspots can really exceed 100 ◦C (Tsai et al. 2006). Due to the increased power
density, heat removal is extremely important in the 3D IC (Banerjee et al. 2001) as
the heat sink is often located far away from some of the layers. So, vertical through
vias (thermal vias) as effective thermal conductors is an effective heat removal
approach in the 3D IC (Goplen and Sapatnekar 2005; Cong and Zhang 2005; Li et al.
2006, 2008). To remove heat from stacked silicon layers and alleviate the hotspots
at each layer, thermal vias create a heat flow path from silicon layers to the heat
sink. However, thermal via consumes area which can be used otherwise for routing
and/or transistors. Furthermore, it can increase the IC cost. So, its number ought
to be constrained (Goplen and Sapatnekar 2005). The major challenge to remove
heat from the 3D system is the distribution of the limited number of thermal vias in
the die.

4 Testing of NoC-Based Multi-Core Systems

Testing an NoC-based system poses new challenges, compared to the bus-based
SoCs and board-based designs. Here, test engineers are expected to reuse the NoC
structure to transport the test data in parallel and thus reduce the testtime. Though
this has the potential to reduce testtime; power consumption can go up significantly.
Accordingly, many test scheduling strategies have been proposed in the literature
for power-constrained testing of NoCs (Liu et al. 2005a). Moreover, satisfaction
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of power constraints does not necessarily imply thermal safety (Liu et al. 2005b;
Rosinger et al. 2005) of the chip. The chip floorplan has a crucial role in determining
the thermal behaviour of blocks within the IC. The test engineers generally do
not have the liberty to alter the floorplan. Thus, thermal safety during testing of
IC is done using the technique called scheduling. In this case, a test scheduling
strategy must care of closely situated cores, in the NoC-based system, are not tested
simultaneously, particularly if the power consumption of corresponding cores are
also high.

It may be noted that the thermal safety during testing cannot be ignored for
several reasons. First, power consumption during the test is quite high as compared
to the normal mode of operation of the IC. The resultant increase in temperature
will increase the leakage current, acting as an aid to further increase the power
consumption, and thus leading to a thermal runaway. High local temperatures create
local hotspots that may lead to burn-out and as a result yield loss. The variance in
temperature across the IC changes the delay of different parts in the chip. This may
cause some good ICs to fail delay test and/or some bad chips to pass, affecting the
yield and quality of products. The major challenge to test an NoC-based system is
to reduce the testtime while maintaining the thermal safety of the system.

In summary, the major challenges in design and test of NoC-based systems are
the association of cores in the systems to the tasks/threads of an application. A
proper association may alleviate the thermal problem in the 2D NoC-based system.
Proper placement of limited vertical interconnects onto the router should be made
for enhancing the performance of 3D NoC-based system, in addition to the proper
distribution of limited thermal vias to remove excess heat. It is also desirable to test
the NoC-based system quickly and at the same time ensuring thermal safety.

5 Issues in Multi-Core Systems Design with Integrated NoC
and 3D Technologies

In NoC-based system design, while there exist quite a good number of research
works on communication infrastructure design, communication methodology and
evaluation framework, application mapping techniques have not been explored well.
It is necessary to alleviate the heating problem in 2D NoC-based system and to
improve the performance of 3D NoC-based system together with proper placement
of a limited number of TSVs. Furthermore, the heat removal strategy in 3D NoC-
based system using thermal via has not been studied well. Also, thermal-aware test
process in NoC-based system needs to be explored. This book attempts to fill up
the gaps by designing efficient mapping technique to alleviate the thermal problem
in 2D NoC-based, mapping application tasks/threads together with TSV placement,
including thermal via distribution to enhance the performance of 3D NoC-based
system. Finally, the designed system has to be tested by the care of thermal safety
to improve the yield.
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6 Application Mapping and TSV Placement: A Combined
Approach

An application consists of a set of tasks/threads, each of which is implemented by an
IP-core. In this book, it has been assumed that application partitioning has been done
at the core level and that the core is responsible to carry out a particular task/thread
which has already been decided. Moreover, the programmability and other software
aspects related to IP such as task clustering and scheduling are not considered. Thus,
the application can be represented in the form of a task graph (Murali and Micheli
2004). The task graph of an application is a directed graph, G(C,E), comprising
of a set C of vertices (or tasks/threads) together with a set E of directed edges. The
edge ei,j εE represents the communication between tasks/threads ci and cj . The
bandwidth requirement between tasks/threads ci and cj is denoted by commi,j , the
weight of edge ei,j .

The NoC-based system topology can also be represented in the form of a topol-
ogy graph (Murali and Micheli 2004). It is a directed graph T (R, F ) comprising of
set R of vertices (or cores in the topology) together with a set F of directed edges.
The edge fi,j εF represents the actual link between the routers/cores ri and rj . The
weight of the edge fi,j , represented as bwi,j , denotes the bandwidth available across
the edge fi,j .

A mapping of the task graph G(C,E) onto the topology graph T (R, F ) is
represented by the function M : C → R, such that ∀ci ∈ C, ∃rk ∈ R and M(ci) =
rk . The total communication cost of an application under this mapping decides
the quality of mapping. A single commodity, dk, k = 1, 2, . . . , |E| represents
the communication between each pair of task. The quantity dk corresponds to
the communication between tasks ci and cj , that is, commi,j , the bandwidth
requirement.

Let the quantity xk
i,j indicate the commodity dk following the link (ri, rj ). It is

given by

xk
i,j =

{
value(dk), if link(ui, uj ) ε P(source(dk), sink(dk))

0, otherwise
(1.1)

where P(m, n) indicates the routing path between the nodes m and n in the topology.
To ensure the bandwidth limitation of individual links, the following constraint must
be satisfied:

|E|∑
k=1

xk
i,j ≤ bwi,j , ∀i, j ε {1, 2, . . . , |R|} (1.2)

The communication cost T of a mapping solution is given by

T =
|E|∑
k=1

value(dk) × hopcount (source(dk), sink(dk)) (1.3)
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where, hopcount (a, b) is the total number of hops between nodes (in the topology)
a and b. For a deterministic shortest path routing, hop count corresponds to the
minimum number of hops between the constituent nodes. Since communication cost
is very much dependent on the mapping solution, the overall mapping problem is to
optimize the communication cost, satisfying the bandwidth constraints of individual
links. That is, the overall packet latency and network energy consumption are to be
minimized, and the thermal safety of the system has to be ensured. The mapping
of tasks to cores plays a crucial role in overall system performance. The approach
corresponds to a design-time decision of attachment of tasks to cores.

From a theoretical viewpoint, the application mapping problem attempts to freeze
one graph (the core graph) into another (the topology graph). This is intractable
(Garcy and Johson 1979) and is a specific case of quadratic assignment problem
(QAP) (Congying et al. 2011). Furthermore, proper placement of TSVs into die
is also intractable, being an instance of the uncapacitated facility location problem
(Guner and Sevkli 2008).

7 Swarm Based Optimizer

In this works, Particle Swarm Optimization (PSO) has been used as the tool to
optimize system performance. There are several issues that justify the choice of
PSO. It provides several advantages over other optimization strategies, such as
Simulated Annealing (SA), Genetic Algorithm (GA) and Ant Colony Optimization
(ACO). PSO is a population-based stochastic search technique. Multiple solutions
co-exist at any stage of the process, whereas, SA progresses with only one solution
at any stage of optimization. More precisely, PSO searches the solution space
in a multidirectional (better) fashion. Thus, it is expected to produce solutions
closer to the optimal one than SA. Such a solution is also produced quickly,
compared to GA and ACO with limited usage of population and resources. The
current best solution of a generation broadcasts its experience to all other fellow
particles directly to provide better and quicker convergence towards the optimal
solution. More precisely, it combines the local search method with the global
search method (guided search) to balance exploration and exploitation. Moreover,
particles (solutions) do not die in PSO by any selection criteria. The local best of
a particle remains attached with the particle and gets updated whenever a better
solution configuration is identified by the particle. In GA, population moves together
(unguided search) and some solutions are filtered out by the natural selection
criteria. In addition to this, the topology in GA varies as generation proceeds which
can disturb the convergence. Similarly, in ACO, the entire memory of the colony
is preserved, instead of only the previous generation. As random paths are selected
with the help of colony memory for an ant, the solution takes time to converge.
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8 Scope and Motivation of the Works

In designing 3D NoC-based system with a limited number of TSVs and maintaining
a proper distance between the neighbouring TSVs, locations of TSVs play a major
role. Such constraints make NoC routers asymmetric. Some routers have vertical
connections (TSV) while others do not. Such 3D NoC-based systems are partially
connected in the vertical direction (whereas, in fully connected one, every router
has a vertical connection). In this topology, the average distance between cores
is significantly more than the fully connected 3D NoC. Furthermore, it provides
less bisection width compared to a fully connected one. In such a scenario, the
performance of the system is guided by the proper association between tasks of the
application to cores (known as application mapping) and positions of the TSVs.
Various avenues have been explored to solve this application mapping problem
together with the placement of TSVs. It includes some heuristic approaches and
an approach based on PSO. System chip design must also consider the thermal
effect. In this direction, this work proposes a PSO-based meta-heuristic to meet the
thermal (peak temperature) constraints in two situations—with or without thermal
vias. However, in 2D NoCs, the thermal problem can be mitigated by using a
thermal-aware (application) mapping technique only. The PSO-based strategy has
been augmented several ways to alleviate the thermal problem with some sacrifice
in communication cost.

To test such NoC-based system while ensuring thermal safety, the thesis proposes
two thermal-aware test scheduling strategies—non-preemptive and preemptive. The
schedule generation procedures use PSO with several augmentations to find good
solutions. Thermal safety has been assured with some sacrifice in testtime.

9 Summary of This Book

Significant research is being performed to design and test of NoC-based multi-core
systems. Existing techniques use different approaches to solve this problem. The
basic objective of this book is little different, where six interrelated research issues
have been addressed to strive for a generic approach to design and test of NoC-based
multi-core systems:

(a) Application mapping together with TSV placement algorithm using Kernighan–
Lin (KL) partitioning technique has been proposed, for 3D NoC-based systems
design, to reduce the communication cost.

(b) Constructive mapping together with TSV placement algorithm, based on pre-
diction, has been proposed for 3D NoC-based systems design, to reduce the
communication cost.

(c) A Discrete Particle Swarm Optimization (DPSO) based approach has been
presented for application mapping together with TSV placement to minimize
the overall communication cost. A high-quality random number generator
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has been used to generate random initial solutions. Next, the basic PSO has
been extended to have multiple swarms. For any stage of PSO, the initial
population generation is not fully random. A good number of particles have
been created using a fast, deterministic search. Furthermore, each particle gets
mutated after certain generations. This has enabled our PSO to explore the
promising regions of search space much better. Next, to check the optimality
of the proposed solution, an ILP has been formulated for application mapping
together with TSV placement for 3D NoC with two layers. The communication
cost metric values of the mapping together with TSV placement solutions of
our approaches have been compared with existing approaches. These show
good improvement in both solution quality and execution time of the mapping
techniques. Comparison of dynamic performance (in terms of average network
latency) and energy consumption has also been carried out.

(d) A DPSO based approach has been presented for thermal-aware mapping to
ensure thermal safety with a nominal sacrifice in communication cost. Augmen-
tations similar to the DPSO proposed in (c) have been incorporated to get good
results. An ILP has also been formulated for thermal-aware mapping problem
to see the optimality of the proposed solution for 2D NoC-based systems.

(e) A PSO-based approach has been presented to solve the thermal problem in the
3D NoC. It aims to meet the thermal constraint with or without deploying the
thermal vias. To meet the thermal constraint without deploying the thermal
vias, the approach tries to generate the solution by giving some tolerance in
communication cost. While the other approach tries to deploy the thermal vias
to meet the thermal constraint of the solution by providing some extra area in
the die (i.e. tolerance on die area).

(f) To test such an NoC-based system, PSO-based non-preemptive and preemptive
test scheduling approaches have been proposed to minimize the testtime
while maintaining thermal safety. Next, to see the optimality of the proposed
preemptive solution, an ILP has been formulated.

10 Conclusion

This chapter focuses on the challenges of traditional bus-based SoC design with
increasing number of cores in DSM technology and also explains the necessity of
NoC as new communication backbone. NoC provides a scalable SoC platform and
also narrows down the design-productivity gap by efficient reuse of large number
of IP-cores. Furthermore, the emerging 3D and NoC technologies together has been
proposed to alleviate interconnect scaling demand. The chapter includes the research
directions of this new paradigm. A brief discussion about TSV placement together
with application mapping and thermal safety of such system including test process
of such a system. The objective, motivation, and contribution of this book have
been clearly stated. To start with, Chap. 2 presents the related works on application
mapping together with TSV placement, thermal-aware design and test strategies
available in the literature and describes different aspects of it.
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Chapter 2
Alternative Approaches

Network-on-Chip (NoC) has evolved as a standard to design multiprocessor based
on-chip system (Goossens et al. 2005; STMicroelectronics 2005; Vangal et al.
2007; Jerger and Peh 2009). The holistic research problems in NoC domain can
broadly be organized into five main categories (Marculescu et al. 2009). The first
one is the choice of communication infrastructure, such as network topology,
router/switch architecture, link design, clocking, buffer optimization, floorplanning
and layout. The second dimension of NoC research deals with the communication
paradigm including routing policies, switching strategies, congestion control, power
and thermal management, fault-tolerance, reliability, etc. The third avenue includes
designing an evaluation framework for NoC communication architecture to have
a good understanding of achievable latency, energy/power consumption and band-
width of the network. The next one, in overall system design, is to associate the tasks
of an application with the cores, known as application mapping process. This has
got a very significant role to play defining the overall system performance, including
communication time, required link bandwidth and thermal safety. The final direction
deals with NoC design validation and synthesis. That is, the chosen NoC design has
to be prototyped, validated and tested. Several works have been carried out in each
direction. This chapter looks into the different development in mapping techniques,
including 3D NoC, thermal safety and test strategies in NoC-based systems.

Application mapping is one of the most important dimensions in NoC-based
systems research. It maps the tasks/threads of the application to the cores of the
NoC topology, affecting overall performance and thermal safety of the system.

A large number of research works on application mapping have been reported in
recent years. This chapter studies these works and classifies them. In some NoCs,
the cores are already fixed with the switches/routers. In such NoCs, task mapping
technique attempts to decide which particular core to be used. However, in general
NoCs, no such attachment pre-exists. Association between tasks/threads and cores
is done in the application mapping phase. The IP-cores in a NoC topology can be
of two types—homogeneous and heterogeneous. Cores with homogeneous nature
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can perform a similar set of jobs while heterogeneous cores can perform different
sets of jobs. This decision is taken in the core selection phase. In this book, it has
been assumed that the core is responsible to carry out a particular task which has
already been decided. Thus, the application can be represented in the form of a task
graph (Murali and Micheli 2004a). In the mapping phase, task graph (including
communication requirement and power consumption) comes as an input, and an
association is established between such tasks and cores in the topology graph. More
precisely, application mapping freezes task graph to topology graph which is an
NP-hard problem (Murali and Micheli 2004a).

1 Application Mapping Techniques

The mapping process can be classified into two categories: dynamic and static. This
classification is based on the time at which tasks are assigned to cores. In NoC,
design-time (static) mapping is performed, as excessive communication demand, in
dynamic mapping significantly affects system performance, increasing the overall
delay of the system (Pop and Kumar 2004).

1.1 Dynamic Application Mapping Techniques

Dynamic or online mapping techniques take place at runtime. The ready tasks are
mapped to the cores by observing the instantaneous activities of the cores. Thus, the
association of tasks to cores can change, while executing the application.

For dynamic task mapping, a heuristic has been proposed in Carvalho et al.
(2007) and de Souza Carvalho et al. (2010). Here, an initial task mapping is
carried out prior to the dynamic task mapping. The dynamic mapping can be
performed in several ways: First Free (FF), Nearest Neighbour (NN), Minimum
Maximum Channel Load (MMC), Minimum Average Channel Load (MAC), Path
Load (PL), etc. The FF strategy selects the first free IP-core in the network which
can execute the required task. The free IP-core is searched in column-wise manner
in the network. In NN mapping strategy, the required task is placed at the free
neighbouring IP-core of the core making the request. Congestion has been taken
care of in MMC by distributing the load to the links. The MAC approach is
similar to MMC, which distributes the communication requirement onto the NoC
to reduce the average load in the links. In such approach, every link in the NoC
is observed before distributing the load which in turn increases the mapping time.
Such problem is overcome in PL heuristic. This technique considers the links that
are used by the task being mapped. Thus, it produces better solution compared
to many other approaches. In Chou and Marculescu (2008b) the authors have
presented an online strategy for task assignment to homogeneous NoC platform.
Such an assignment has been performed by taking care of the user behaviour.
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It allows the systems to respond better to adapt to the user needs dynamically
and to real-time changes. A runtime agent-based distributed application mapping
strategy for NoC-based heterogeneous MPSoCs has been described in Faruque et al.
(2008). This strategy reduces the monitoring traffic and computational effort for
mapping process, compared to the centralized approaches. An agent process can be
executed on any node in the NoC to perform resource management and store state
information of the resource. The agents communicate with each other to find the
processing elements suitable for mapping a task. The process is performed using the
cooperation of two types of agents: Global Agents (GA) and Cluster Agent (CA).
The CAs have the information about their clusters. When a new task arrives at a
cluster, the GAs negotiate with others having global information about all clusters.
The MPSoC architecture with both software and hardware processing elements has
been designed in Singh et al. (2009). In such an architecture, one core acts as a
Manager processor (among the available processors) to support task mapping, task
binding, task migration, reconfiguration control and resource control. The manager
keeps track of the resource occupancy, mapping decisions are taken accordingly.
The proposed mapping technique places the communicating tasks of an application
close to each other to improve the performance. Furthermore, such a technique can
recommend the adjacent tasks on the same processing element with the availability
of resource to improve the performance, including task execution time. It works in
two phases. In the first phase, initial task mapping is done either on the first free
location found in the network that can support the task or the NoC grouped into
cluster and the initial task is mapped to the centre of the cluster. In the second
phase, the incoming tasks are placed for better performance gain by an efficient
runtime mapping algorithm. A dynamic task mapping heuristic has been presented
in Mandelli et al. (2011a,b) to reduce energy consumption, named low energy
consumption-based dependencies-neighbourhood (LEC-DN). In such a technique,
cost function includes distance in terms of hops and the communication volume
among the tasks. LEC-DN uses the Nearest Neighbour (NN) search in spiral fashion
when target task has only one communication task that has already mapped. On
the other hand, if there are more than one communicating tasks that are already
mapped, it looks for a processing element within the bounding box defined by
the position of such tasks, depending on the communication volume. A resource-
aware, application-driven and decentralized dynamic mapping has been reported
in Weichslgartner et al. (2011) where tasks are embedded incrementally with the
already mapped ones.

2 Static Application Mapping Techniques

In static mapping, the decision for task assignment is taken prior to the execution of
the application. Such a decision is fixed throughout the execution and is taken off-
line. More precisely, all the tasks are mapped to the cores at design-time. Several
strategies have been proposed to find a good and efficient solution. The off-line
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mapping can be broadly categorized as Exact mapping and Search based mapping,
based on the strategies applied to reach a mapping solution.

2.1 Exact Application Mapping Techniques

The optimal mapping solution can be found by the mathematical formulation of the
problem. A Mixed Integer Linear Programming (MLIP) formulation for mapping
tasks onto NoC has been reported in Rhee et al. (2004). It considers the placement
of tasks and cores. The authors have evaluated the proposed approach using some
real and random benchmarks. The results show energy reduction as compared to
other approaches. In Murali and Micheli (2004b) the authors have reported an
integrated approach for mapping tasks onto heterogeneous processor/memory-based
NoC and physical planning. The size and position of cores and network components
are computed. To place tasks onto the cores of NoC, initially, authors have used a
greedy mapping of tasks onto specified topology. Thereafter, in the improvement
phase, the relative tasks positions are fixed by Tabu Search (TS). In the final phase,
it formulates an MILP-based physical planning to improve the power and area of the
final design of an application, including Quality-of-Service (QoS). An MILP-based
unified approach has been reported in Ghosh et al. (2009) for application mapping
which reduces the energy consumption. Such an approach has also considered the
other problems like operating voltage assignment and routing. In Huang et al.
(2011) the authors have extended the existing ILP (Ghosh et al. 2009) to find
a trade-off between communication and computation energy. A contention-aware
application mapping has been reported in Chou and Marculescu (2008a) using an
ILP formulation for the problem. The experimental results show the improvement in
packet latency, but, the loss of communication energy is high. In Tosun et al. (2009)
the authors have described an ILP formulation for application mapping on to mesh-
based NoC to reduce the energy consumption for different benchmarks. However,
it does not consider bandwidth constraints. It is seen that the CPU time reported
in this work for different benchmarks is quite high. The authors have reported an
approach to reduce such high CPU time in Tosun (2011a). In this approach, tasks
are clustered, as in Srinivasan et al. (2006). The entire mesh is divided into smaller
sized meshes. Each small meshes are considered as topology and tasks are mapped
onto the cluster using the ILP in Tosun et al. (2009). In the end, all sub-meshes
are merged together for the solution. Experimental results show the improvement in
CPU time reduction with the sacrifice in communication cost of mapping solution.

2.2 Search-Based Application Mapping Techniques

Based on the search procedure and results, two categories of search-based mapping
techniques are available: deterministic search and heuristic search.
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2.2.1 Deterministic Search-Based Application Mapping Techniques

Search techniques using Branch-and-Bound (BB) belong to this category. In this
search technique, the mapping solution is searched in a topological fashion of the
tree branches and bounding unallowable solutions. Such a technique can be applied
to small problems, as search time grows exponentially with the size of the problem.
An energy- and performance-aware mapping has been noted in Hu and Marculescu
(2003, 2005) to satisfy the design constraints through bandwidth reservation. The
authors have first formulated Energy and performance Mapping (EPAM or GMAP)
including efficient Performance-aware Branch-and-Bound (PBB) algorithm to
improve the solution quality. The experimental results show significant energy
saving compared to Simulated Annealing (SA) based approach (Hu and Marculescu
2003, 2005). To reduce the hotspot routers in NoC, the traffic balanced IP mapping
algorithm (TBMAP) for mesh-based NoC has been reported in Lin et al. (2008). In
this technique, traffic of all the routers is balanced without sacrificing the network
performance. The authors have modified the Branch-and-Bound technique proposed
in Hu and Marculescu (2003, 2005) to map all tasks. Branch-and-Bound algorithms
take a high amount of memory space and suffer from long CPU time demands.

2.2.2 Heuristic Search-Based Application Mapping Techniques

In this approach, an existing mapping solution is transformed to arrive at a better
one. Typical examples include evolutionary techniques, such as Genetic Algorithm
(GA), Ant Colony Optimization (ACO) and Particle Swarm Optimization (PSO).

(a) GA-based heuristic search techniques
A Genetic Algorithm (GA) based technique has been proposed in Lei and
Kumar (2003) for mapping applications onto NoC-based systems. It works in
two steps to reduce the execution time. At first, the tasks are mapped onto
different IPs assuming the edge delays to be equal to the average edge delay.
In the second step, the IPs are assigned to the tiles of NoC considering actual
edge delay based on the traffic model to minimize the overall system delay. In
Bhardwaj and Jena (2009) the authors have proposed a multi-objective Genetic
Algorithm (MOGA) based approach for application mapping problem. This
technique minimizes the energy consumption and required bandwidth using
one-one as well as the many-many mapping between switches and tiles.

CGMAP (Darbari et al. 2009a,b), a GA-based mapping strategy uses the
chaotic mapping operator instead of the random process of GA. The concept
of the chaotic sequence has been combined with the Genetic Algorithm to
achieve an optimal solution. The authors in Fard et al. (2009) have described
another one-dimensional chaotic mapping technique onto NoC-based system
to achieve a better solution. An evolutionary approach, GBMAP (Tavanpour
et al. 2010), for application mapping has been reported. While mapping, it
minimizes energy consumption and total bandwidth requirement of the NoC.
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A two-phase GA-based mapping has been proposed in Fen and Ning (2010),
named GAMR, to generate a deterministic deadlock free minimal routing
path for each communication, to minimize the total communication energy
and maximize link bandwidth utilization of the NoC architecture. In this
technique, at first phase, different resource nodes are placed onto NoC. In the
next phase, it produces several deadlock free minimal routing path for each
communication without disturbing the placement of core. A Genetic Algorithm-
based mapping technique has been proposed in Choudhary et al. (2010) to
reduce the communication cost for customized the NoC architecture. The same
authors (Choudhary et al. 2011) described a GA-based mapping technique
for irregular NoC topology. While mapping tasks onto cores of the NoC, it
takes care of a reduction in communication energy. A multi-objective Adaptive
Immune Algorithm (MAIA) based on evolutionary technique has been reported
in Sepulveda et al. (2009) to map the tasks onto the cores of NoC, minimizing
the power consumption and overall network latency. It incorporates several
features to improve local search while preventing premature convergence by
preserving the diversity of the population. An improved version of MAIA has
been proposed in Sepulveda et al. (2011) to map multi-applications onto the
cores of NoC-based systems. It produces a set of alternatives by exploring the
mapping space.

The main disadvantage of the genetic search strategy is that there is no
guarantee of convergence. It often requires the GA to evolve a large number
of generations to converge to a solution. In the end, the best solution is taken to
be the solution to the mapping problem.

(b) PSO and ACO-based heuristic search techniques
In Fekr et al. (2010) the authors have described a Particle Swarm Optimization
(PSO) based application mapping strategy for NoC-based system. However, no
comparison has been done with the existing approaches. Thus, the benefit of
such a mapping approach is not clear. Another, PSO-based mapping technique
has been presented in Lei and Xiang (2010). It shows relative improvement over
GA-based method. In Benyamina et al. (2010), a hybrid multi-objective strategy
has been described for mapping tasks on to the cores of NoC-based systems.
It uses Dijkstra’s shortest path algorithm to find the shortest path among
communicating cores to satisfy the bandwidth constraints. After that, a multi-
objective Pareto-based PSO algorithm is used to improve the performance.
To reduce the static and dynamic communication cost of mesh-based NoC,
PSMAP, a PSO-based technique has been used in Sahu et al. (2011).

An Ant Colony Optimization (ACO) based algorithm has been reported in
Wang et al. (2011b) for mapping tasks onto NoC to minimize the bandwidth
requirement. The experimental results have been compared with random map-
ping technique.
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2.2.3 Constructive Heuristics Techniques

In constructive heuristics-based technique, the final mapping solution is derived
from the partial solutions. The partial solutions are generated sequentially. It can be
classified into two categories: constructive heuristics with iterative improvement and
constructive heuristics without iterative improvement. It produces solution faster as
compared to transformative heuristics.

(a) Constructive heuristics without the iterative improvement techniques
In this approach, tasks of an application are mapped onto the cores of the NoC-
based systems, one at a time. The tasks are selected in some predefined order.
There will be no change in the position of the tasks after such placement. No
optimization is applied upon the initial solution to arrive at a better solution.

SMAP (Saeidi et al. 2007) is a simulation-based technique for mapping
the tasks on to the cores of mesh-based NoC-system. It performs application
mapping together with task routing to improve the execution time and energy
consumption. In this technique, the highest priority task is mapped at the centre
of the mesh. The remaining tasks are mapped spirally to the boundaries of the
mesh by mapping highly communicating tasks nearby.

An efficient binomial application mapping and optimization algorithm
(BMAP) has been reported in Shen et al. (2007). It works in three phases—IP
ranking, merging IP sets and refreshing IP set. The tasks are ordered based
on the communication bandwidth between them. The bandwidth of a task is
measured by summing up incoming and outgoing communication bandwidth.
Thus, based on the task order, the highest communicating IP sets are merged,
two at a time, in every iteration. Now, it recalculates the bandwidth requirements
among the IP sets by taking each IP set as an individual IP, which refers to the
IP set.

In Tavanpour et al. (2009) a chain-based mapping algorithm has been
reported, named CAMAP. It maps the chain of connected tasks nearby to min-
imize the total communication cost and energy. A reliability-aware application
mapping strategy, RMAP, has been proposed in Patooghy et al. (2010). In this
technique, the application graph is divided into two sub-graphs for minimizing
the traffic flow among the sets and maximizing the traffic flow within the sub-
graph. Then one sub-graph is mapped onto the upper triangular portion of the
topology and the other sub-graph onto the lower triangular portion. In Yang
et al. (2010) tasks are mapped onto the topology in a tree-like fashion. All nodes
and the links among the nodes of mesh-based NoC systems are abstracted as a
tree. In this tree model, the root is taken to be the vertex having the highest
communication volume. The children of the root node are the vertices which
communicate with root and so on. In the mapping process, the root node is
placed at the center of the mesh and traversal is done from the center towards
the borders of the NoC.
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To minimize energy consumption, a mapping technique has been reported
in Tosun (2011b). It proposes a routing technique for the NoC-based systems.
In this approach, a priority list for the tasks is maintained based on their total
and average communication bandwidth requirements. Mapping is based on this
priority list. If two tasks have the same priority, it randomly selects one. Here,
the initial task is selected based on the priority list. Next, the task having the
highest communication with the already mapped task is selected for mapping. It
maps the initial task at several selected locations in the NoC. Thus, it generates
a set of solutions for each position of the initial task. The remaining nodes are
mapped on to the NoC according to the priority list. Finally, the best solution is
chosen as the mapping candidate from the set of solutions.

(b) Constructive heuristic with the iterative improvement techniques
In this case, the tasks of an application are mapped onto NoC-based systems one
at a time based on the same tasks ordering criteria to generate an initial solution.
Thereafter, it invokes an iterative improvement routine on the initial solution to
find a better solution.

In NAMP (Murali and Micheli 2004a), the application mapping has been
done with minimum path routing for a mesh-based NoC, taking care of
bandwidth constraint, minimizing the average communication delay. It works
in three phases. In the initial phase, the task with maximum communication
demands is mapped to a core with maximum neighbours. Next, the task with the
highest communication, with the already mapped task, is selected for mapping,
and so on. In the next phase, Dijkstra’s shortest path algorithm is used on the
quadrant graph for finding the minimum path, with the satisfaction of bandwidth
constraints. In the last phase, iterative improvement has been performed on
the initial solution by invoking the minimum path computation procedure,
for each pairwise swapping of the mapped tasks. It also includes a traffic
splitting strategy into various paths of the mapping problem. A tool, SUNMAP,
has been reported in Murali and Micheli (2004b) to automatically generate
best standard topology for an application. It also performs the mapping tasks.
The mapping considers the communication delay, area and power dissipation
subject to bandwidth and area constraints. In LMAP (Sahu et al. 2010), the
authors have proposed a mapping strategy based on Kerninghan-Lin (KL)
bi-partitioning technique (Kernighan and Lin 1970). The proposed mapping
reduces the static and dynamic communication cost when tasks are mapped
onto NoC topology. It works in three phases. In the partition phase, that is,
phase one, the application graph is partitioned using KL technique to find out
the closeness of tasks by analyzing their bandwidth requirement. The second
phase, called initial mapping, maps the tasks onto NoC-based systems, based
on the final partitioning results produce in KL. Next, an iterative improvement
phase is applied by swapping and flipping of cores within a partition to arrive at
a final mapping solution.
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3 Application Mapping Together with TSV Placement for 3D
NoC-Based Multi-Core Systems

All the mapping techniques discussed earlier are applicable to 2D NoC-based
systems. These techniques can also be extended for 3D NoC-based systems.
However, in 3D NoC-based systems, vertical connections (TSVs) are limited due
to the high area overhead in the die and also the creation of congestion in routing.
Thus, it is required to limit the usage of such vertical connections. With the limited
usage of TSVs, their placement in NoC plays a crucial role to improve the system
performance. Therefore, mapping can be used to find out suitable locations for such
limited TSVs.

The impact on the performance of 3D NoC due to the different number of TSVs
and their placement has been analyzed in Xu et al. (2010, 2011). Here, authors
have considered three types of TSV configurations, full, quarter and one-eighth
connection and compared their performances. They have shown a trade-off between
performance and manufacturing cost. The TSV squeezing scheme to share TSVs
among neighbouring routers in 3D NoC-based systems has studied in Liu et al.
(2011a). In this approach, four neighbouring routers share a TSV in a time division
multiplexed fashion. In Hwang et al. (2011), a new communication technique has
been proposed between TSVs. Here, four cores are taken to be in a single virtual
group and one TSV is dedicated for the group. A core transfers traffic in the vertical
direction by using the TSV either in its group or its neighbouring group, based on
the current load of the TSV in the group.

Serialization of TSVs can contribute to reducing their number in 3D-IC (Pasricha
2009). TSV-virtualization also reduces the number of TSVs used in 3D-ICs (Miller
et al. 2012). Here, the authors have proposed TSV-virtualization scheme for multi-
protocol-interconnect in 3D-ICs. In this approach, TSVs are clocked at a much
higher rate than conventional intra-layer links. To utilize the full bandwidth of
TSV-based vertical interconnect, it uses multiple TSVs in a multiplexed and
shared manner. Moreover, each layer can contain different types of interconnection
architectures: buses, crossbars or NoCs.

An application-specific 3D NoC-based systems synthesis procedure has been
presented in Yan and Lin (2008), based on a greedy rip-up-and-reroute technique. In
this technique, smaller flows are routed first, followed by the larger flows. To reduce
power consumption, a router merging scheme has been used to further optimize
the topology. In Seiculescu et al. (2009), Murali et al. (2009), and Seiculescu
et al. (2010) the authors have proposed a tool for NoC topology synthesis in 3D
environment. It determines the custom topology for an application and paths for
communication flows. Network components are assigned on to the 3D layer and
placement of them is decided, in an individual layer. Here, TSVs are iteratively
added during the synthesis process. To design custom 3D NoC-based systems for
an application, a GA based synthesis procedure has been presented in Jiang and
Watanabe (2010). The proposed procedure reduces the topology cost and optimizes
the floorplan to reduce power consumption under software and hardware constraints.
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A floorplan-aware 3D NoC-based systems synthesis technique has been described
in Zhou et al. (2012). Here, the authors have used a Simulated Allocation (SAL),
a stochastic method (multi-commodity flow technique), for traffic flow routing and
also proposed a power and delay (queuing) model for network components. Also,
they have presented a study of various factors having an impact on the network
performance in 3D NoC-based systems, such as the number of TSVs and 3D
tiers. An application-specific 3D NoC-based system design using ILP has been
proposed in Xu et al. (2009). Here, the authors have considered low-radix routers
and many long links. A framework, called MORPHEUS, for TSV serialization-
aware synthesis of application-specific 3D NoC has been proposed in Pasricha
(2012). It incorporates 3D topology, route generation and thermal-aware core layout.
It also places the network interfaces (NIs), routers and serialized TSVs in the die.
A high-level 3D NoC-based systems synthesis mechanism has been reported in
Ying et al. (2012b) to improve system performance and to reduce the link load by
distributing the communication evenly in the system. Here, a SA based algorithm
has been used to optimize the overall system. In Zhong et al. (2011), the authors
have presented a four-stage application-specific synthesis approach for 3D NoC.
This approach attempts to generate power-performance efficient topology for an
application. Task-to-task communication is analyzed from the task graph and it
tries to place the most communicating pair in the same cluster. A TSV assignment
procedure has also been incorporated to reduce the link power consumption. A
GA-based optimization technique has been proposed in Ying et al. (2012a) to
design 3D NoC-based systems with low vertical link density. It optimizes topology,
routing algorithm, task mapping and tile placement. In Rahmani et al. (2012), the
authors have proposed a bus-hybrid-symmetric-mesh based architecture for 3D NoC
design. It is a combined version of the packet-switched network and bus-based
communication. It enhances the system performance, thermal safety, fault-tolerance
and power efficiency. In Kapadia and Pasricha (2012), the authors have proposed a
framework for power delivery network (PDN) aware 3D-mesh-NoC-based systems
synthesis with multiple voltage islands. They have proposed an ILP as well as a
heuristic to synthesize the PDN. A Branch-and-Bound method has been used to
generate multiple mappings to optimize NoC power. A co-synthesis methodology
for PDN-3D-mesh-NoC-based systems has been reported in Kapadia and Pasricha
(2013). To optimize the cost of PDN network and NoC-based systems design, they
have used a bi-objective SA approach. An application-specific 3D-mesh-NoC-based
system has been designed with traffic-aware selection strategy in Azampanah et al.
(2013). The selection strategy can significantly balance the traffic load to reach
a better performance. A latency-aware mapping scheme has been presented for
regular 3D-mesh-NoC-based systems in Wang et al. (2011a). It uses a rank-based
multi-objective GA to solve the mapping problem. Here, packet latency has been
calculated in both congested and congestion free environments.
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The mapping techniques discussed so far do not consider the temperature effect
during the mapping phase. Temperature affects the performance, power, and
reliability of the system. A temperature-aware task mapping technique has been
proposed in Xie and Hung (2006). It maps tasks using a heuristic and a floorplanning
tool to reduce the peak temperature.

The power density in modern ICs has increased significantly in recent years and
according to the ITRS, it is expected to increase further with the progress in VLSI
technology, as there is relatively less progress in the reduction of operating voltage
(Semiconductor Industry Association et al. 2003). A good number of works can
be found in the literature related to the design of new packages to provide good
heat removal capacity and improve the airflow on the circuit board. Circuits are
packaged with die and kept against the spreader plate, generally made of a highly
conductive material such as copper or aluminium, which is in turn put against copper
or aluminium made, heat sink. The heat sink is further cooled by fan (Skadron et al.
2003).

Minimization of thermal hotspots can contribute to better thermal management
at the system level. Qian and Tusi (Qian and Tsui 2011) have proposed a routing
algorithm that works in runtime to reduce the thermal hotspots by distributing
the traffic uniformly. An investigation of the CPU power level, hotspot location,
hotspot size and local hotspot power density on its thermal performance has been
carried out in Xu et al. (2004) and Xu (2006). A hotspot prevention strategy has
been proposed in Link and Vijaykrishnan (2005) which balances the temperature
by reconfiguring the functionalities at runtime across the IP-cores. The temperature
can also be controlled by using a software-based approach, such as OS-level task
scheduling which can be found in other kinds of literature for both single as well
as multiprocessor systems. To get better thermal profile during normal operation, a
thermal-aware runtime OS-level workload scheduling technique has been presented
in Coskun et al. (2007). In addition, a heuristic is applied, when the temperature
reaches a certain threshold, to distribute the workload in such a way that both spatial
and temporal temperatures get reduced.

Several works can be found in the literature to control the temperature of IC
during online/runtime and off-line, generally known as Dynamic Thermal Manage-
ment (DTM) and Static Thermal Management (STM) technique, respectively. In
MPSoC based system, DTM refers to software and hardware strategies which work
dynamically, at runtime, to control the operating temperature of different IP-cores.
However, in the STM technique, thermal management can be done beforehand, prior
to the execution of the application, at the time of application mapping itself. Fetch
toggling and computation migration are examples of DTM techniques (Skadron
et al. 2003). ThermalHeard (Shang et al. 2004, 2006), a distributed runtime thermal
management strategy, has been proposed to regulate the temperature profile of NoC-
based system and ensure thermal safety during normal operation with a little impact
on performance.
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Static thermal management of MPSoC-based systems can be performed prior to
the execution of the applications. In this approach, thermal safety can be ensured
at the time of core placement, taking care of communication required between
cores and also their temperature profile. The power consumed by the MPSoCs
depends on several parameters, such as the physical location of cores, workload
of individual cores and communication across the cores of the NoC. Moreover,
all such parameters directly contribute to creating thermal hotspots (Quaye 2005).
Hung et al. (2004) have described an IP-virtualization and placement algorithm
based on GA for regular NoC architecture which attempts to achieve a good thermal
behaviour of the system while reducing the on-chip communication using the
judicious placement of IP-blocks. To minimize the average latency and achieve a
thermal balance, a Pareto-based mapping technique using GA has been proposed in
Zhou et al. (2006). A systematic design methodology has been proposed to reduce
the peak temperature which is application independent (Anagnostopoulos et al.
2010). In Liu et al. (2011b), the authors have proposed a multi-objective ant-colony
algorithm that maps tasks onto a 2D mesh based NoC architecture while taking
care of energy consumption and temperature hotspots. A thermal-aware mapping
technique, CoolMap (Moazzen et al. 2012), has been proposed to map an application
onto mesh-based NoC systems that take care of thermal correlation among the
IP-cores and the performance impact. Another thermal-aware mapping technique,
TAPP, has been presented in Zhu et al. (2015) to reduce the peak temperature of the
NoC with a little sacrifice in communication cost.

Several hybrid thermal management techniques are also available in the literature
which uses both the strategies—STM and DTM, in a combined manner. In this
approach, thermal balancing is done before the application is run as well as in the
runtime to maintain the temperature of IP-cores. Maintenance of the temperature
profile of MPSoC-based systems using such techniques can be found in Coskun
et al. (2008). Here, an ILP-based technique has been applied to find out the static
task schedule to minimize energy consumption and thermal hotspots. After that, an
Operating System (OS)-level dynamic scheduling has applied to arrive at a better
thermal condition, as in Coskun et al. (2007). To minimize the hotspot in MPSoC
platform, a temperature-aware task mapping algorithm has been presented in Sarhan
et al. (2010). To arrive at uniform thermal distribution, it uses the adaptive multi-
threshold technique at runtime. In this approach, the proposed algorithm keeps
monitoring the temperature of the cores and exchanges the tasks when the core
temperature is relatively higher than the average circuit temperature. The cores may
be turned off if they cross an absolute maximum temperature. For power reduction
in NoC-based systems, different voltage-frequency selection techniques have also
been proposed (Sarhan et al. 2010).

A thermal-aware mapping of 3D-mesh-NoC-based systems has presented in
Hamedani et al. (2012). Here, an ILP-based approach and two heuristic-based static
thermal-aware mapping algorithms have proposed to study the thermal constraints
and their effects on temperature and performance. A mapping scheme has been
proposed in Azampanah et al. (2013) to optimize the number of TSVs and peak
temperature of 3D-symmetric-mesh-NoC-based systems. Here, the unused TSVs
are kept as thermal TSV for heat dissipation.
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Overheating problem during the test of NoC-based systems has been addressed in
Liu and Iyengar (2006) and Liu et al. (2006). In these approaches, individual core
temperature, during test, has been controlled by varying the test clock frequency
assigned to each core, to achieve the thermal balance. The Works (Liu and Iyengar
2006; Liu et al. 2006) have proposed heuristics to achieve thermal optimization
and reduce testtime by considering a thermal constraint. Another heuristic for
thermal-safe test scheduling of SoC-based systems has been presented in He
et al. (2007). In this approach, test sets have been divided into smaller test sub-
sequences and cooling periods have been incorporated in between, such that,
continuous application of test does not lead to a thermal violation. Further, the
scheme interleaves the test sub-sequences from different test sets in such a way
that a cooling period reserved for one core is utilized for the test transportation
and application of another core. A thermal simulation driven test scheduling has
been proposed in He et al. (2008). The main idea in this approach is to partition
the test set. The novelty in this scheme is that instantaneous thermal simulation
results are used to guide the partitioning process. Another partition-based SoC test
scheduling algorithm has been proposed in Yao et al. (2011a). Here, power and
thermal values have been taken as constraints. It partitions the test set and looks
for partition having the earliest start time. To generate power and thermal profile, it
uses the superposition principle instead of expensive thermal simulation. A thermal-
aware test-access mechanism (TAM) design and test scheduling method for SoC
has been presented in Yu et al. (2009). It is also based on test-set partitioning,
interleaving and bandwidth matching. A thermal-cost model has been used to
generate thermal profile by using cycle-accurate power profile for a schedule and
maintain a thermal constraint. In He et al. (2009), thermal-aware test scheduling
for core-based SoC, using an Abort-on-First-Fail (AOFF) test environment, has
been described. In AOFF environment, the test period is terminated as soon as
the first fault is detected. To avoid high temperature, test sets are partitioned into
sub-sequences, including the cooling periods. Thermal simulation guides the test
partitioning process. A temperature-aware SoC test scheduling, considering inter-
chip process variation, has been proposed in Aghaee et al. (2010). In this work,
two scheduling approaches have been proposed to maximize the test throughput, in
the presence of inter-chip variation. The first approach is based on an extension of
the traditional test scheduling algorithm. The second approach is based on the chip
classification scheme and reading of a temperature sensor. A SA based thermal and
power-aware test scheduling of cores in an NoC-based system using multiple clock
rate has been presented in Salamy and Harmanani (2012). A dynamic thermal-aware
test scheduling method using on-chip temperature sensors has been presented in Yao
et al. (2011b). It also modifies the test architecture to support the dynamic thermal
test scheduling technique.
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6 Conclusion

This chapter surveys the application mapping strategies on to NoC-based systems,
including 3D NoC-based systems with TSV placement and thermal-aware design.
It also reports the works related to NoC-based testing, including 3D environment
and thermal safety. It classifies the reported techniques into groups like dynamic and
static mapping approaches. Static mapping techniques have further been categorized
as exact methods, Branch-and-Bound, transformative and constructive approaches.
Chapter 3 presents application mapping together with TSV placement techniques
for 3D-mesh-based-NoC systems using Kernighan–Lin partitioning scheme along
with an iterative improvement stage.
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Chapter 3
Iterative Application Mapping with TSV
Placement Strategy for Design a 3D
NoC-Based Multi-Core Systems

Iterative mapping algorithms start with an initial mapping solution which is
improved further by introducing changes into it. The problem can be viewed
as the partitioning problem in VLSI physical design process. In a partitioning
process, highly connected modules are put into the same partition to reduce the
wiring overhead. Similarly, a mapping process has the objective to keep the highly
communicating tasks close to each other.

Borrowing the concepts from physical design, this chapter presents application
mapping strategies built around the Kernighan–Lin (KL) partitioning technique
(Kernighan and Lin 1970). The KL-partitioning ensures that the tasks that commu-
nicate with each other frequently are within the same partition. An initial mapping
onto NoC topology has been done using the final result of the KL-partitioning
algorithm. An iterative improvement technique has next been applied to this initial
mapping to improve the communication cost further. The technique consists of
swapping and flipping the mapped task positions, including vertical direction, to
arrive at a better solution (Fig. 3.1).

The proposed solution strategy works in two phases. In the first phase, it is
assumed that all routers in the NoC have vertical connections (i.e., 3D router with
a TSV). The mapping algorithm works on this fully connected 3D mesh-based
NoC systems. Thereafter, it preserves those TSVs which carry the maximum traffic,
based on the given constraints; and remove the remaining TSVs. Then, it maps the
application on this vertically-partially-connected 3D mesh-based NoC systems. The
salient features of the proposed approach are as follows:

1. The KL-based application mapping algorithm has been extended for 3D
NoC-based systems together with TSV placement. It also incorporates
several improvement operations on the initial mapping solution to reduce the
communication cost.

2. The communication cost metric values of the mapping solutions of the approach
have been compared with other existing strategies.

© Springer Nature Switzerland AG 2020
K. Manna, J. Mathew, Design and Test Strategies for 2D/3D Integration for
NoC-based Multicore Architectures, https://doi.org/10.1007/978-3-030-31310-4_3

33

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-31310-4_3&domain=pdf
https://doi.org/10.1007/978-3-030-31310-4_3


www.manaraa.com

34 3 Iterative Application Mapping with TSV Placement Strategy for Design a 3D. . .

Application 
(Core Graph)

Recursive KL 
Partitioning

Partitioned 
Core Graph

3D  Mesh 
based NoC 

Initial Mapping

Iterative Improvement

Mapped 
Application

Phase=I ?

TSVPositions
{all} Yes

No

Inspect Traffic Flow in 
Vertical Direction

Preserve Vertical
Location

TSV & 
Technology 
Constraints

TSV_Positions
{Preserved Vertical

Location}

Phase I

Phase II

Phase=II ?
Yes

No

TSVPosition 
& Mapping

Fig. 3.1 Flow of KL-based application mapping and TSV placement for 3D NoC-based systems



www.manaraa.com

1 3D NoC-Based Systems and Routing Algorithm 35

3. Comparison of dynamic performance (in terms of average network latency) and
energy consumption have also been carried out.

1 3D NoC-Based Systems and Routing Algorithm

A simple way to extend 2D mesh-based NoC systems to 3D is to extend each
and every router in the vertical direction. The resulting structure resembles a fully
connected 3D-mesh architecture. The router port in the vertical direction can be
implemented using TSVs. So, in a fully connected mesh architecture, where all the
routers are vertically connected by using TSVs to the routers above and below them,
the hop count and consequently the communication cost will reduce significantly as
compared to a 2D NoC-based system with equal same of routers. However, it is
not feasible to provide vertical connections to each and every router because of the
manufacturing cost and chip area consumed by the TSVs. It is important to note
that the TSV process does not scale with CMOS technology. TSV diameters (4µm)
and pitches (8µm) are two to three orders of magnitude higher than transistor
gate lengths (Kim et al. 2009). Therefore, a fully connected 3D-mesh is more
of a theoretical topology. To circumvent this problem, different types of partially
connected 3D-mesh topologies have been proposed in the literature. In Liu et al.
(2011), four adjacent routers share one TSV. Eight adjacent routers can also share
one TSV, as reported in Xu et al. (2010). Another vertically-partially-connected
3D-mesh-NoC architecture has been presented in Dubois et al. (2013). In this
architecture, number, position and data flow direction of TSVs can be varied from
die to die.

The current work uses the vertically-partially-connected 3D-mesh-NoC architec-
ture and furthermore, tile-based NoC design methodology. It is assumed that the data
flow in each TSV can be in both directions. A typical structure has been presented
in Fig. 3.2. Here, routers and cores are denoted by r and c, respectively. The number,
data flow direction and location of TSVs are the design-time constraints. These
parameters are chosen by the designer by taking care of technological constraints,
system performance and the overall budget of the system. The number of TSVs
that can be afforded in the system depends on the area constraint. Moreover, in
Liu et al. (2011) the authors have suggested that it rarely happens that the adjacent
routers use their vertical links at the same time. Based on this observation, the work
(Liu et al. 2011) suggested that 25% vertical connection between two layers can be
a good choice to design a 3D NoC-based system. Hence, this work restricted the
vertical links to only 25% of the routers per layer. This number can vary based on
the system’s requirements such as performance and cost of the system. Furthermore,
a spread out arrangement of TSVs that produces the lowest communication cost
compared to any other architecture with the same number of TSVs has been reported
in Xu et al. (2011). This has motivated the present work to place the TSVs in a spread
out fashion, including a constraint on the given number of the TSVs. No two TSVs
can be within one-hop distance of each other. This implies that a minimum of two-
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hop distance should be maintained between the routers having TSVs while placing
them. Such distance can vary based on the requirement. In such a scenario, the
traditional dimension order routing may not be applicable. For vertically-partially-
connected 3D-mesh-based-NoC architecture, a deadlock-free elevator first routing
algorithm has been proposed in Lee and Choi (2013) that has been adopted in
present work.

2 TSV Placement and Application Mapping Strategy

The proposed strategy works in two phases. In the first phase, it is assumed that
all routers in the NoC have a vertical connection using the TSVs. The application
mapping algorithm is run on this topology to produce a task-to-core association.
After this, individual TSVs are inspected for traffic flow through them. If the design
constraint specifies that only t% routers in each layer can be 3D-type, we need
to modify the remaining routers to 2D. For this, top t% 3D routers of a layer
are preserved which carry the maximum traffic. Moreover, these TSV locations
are replicated in successive layers. This strategy also cares to ensure that no two
neighbouring routers are 3D in nature. The mapping problem is now solved again
on this modified 3D topology to arrive at the final solution. Thus, the mapping
algorithm described next works with predefined TSV positions and maps the tasks
into the cores of the systems. The application is represented in the form of a task
graph with nodes corresponding to the participating tasks and edges identifying the
communication requirements between them (in terms of bits per seconds). In the
topology graph, nodes correspond to the cores and edges to the links in the topology.
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Algorithm 3.1 KL_Map_and_TSV_place
Input: Task graph C and Topology graph T

Output: Mapping of C to T along with position of TSVs in T satisfying restrictions on TSV
numbers and places.

1: TSV_position ← All routers in T

2: KL_Partition(G, T ask_List)
3: Map_clusters(T ask_List, T )
4: Improvement_Phase(G,T)
5: Sort TSVs in decreasing order of usage
6: Update TSV_positions to hold only top 25% TSV positions giving topology T ′
7: Map_clusters(T ask_List, T ′)
8: Improvement_Phase(C, T ′)
9: return Mapping

At first, KL_Map_and_TSV_place algorithm partitions the task graph using
KL_partitioning procedure and produces a number of clusters each having only two
tasks. Now, it maps each such cluster to the topology T . To arrive at a good solution,
it tries local changes by applying swapping and flipping operations in procedure
Improvement_Phase. Next, it analyzes the traffic flow through each TSV and sorts
the TSVs on descending order of traffic flow. Now, it preserves the top 25% TSVs
in the individual layers of the topology. Care is also taken so that no two TSVs are
placed within a one-hop distance of each other. The modified topology is noted as
T ′ and the clusters that are coming from KL-partition are mapped onto this modified
topology. To achieve a better mapping solution on this modified topology, we once
again run the iterative improvement phase and get the final solution.

3 Partitioning Algorithm

Kernighan–Lin partitioning strategy (Kernighan and Lin 1970), originally devel-
oped for VLSI physical design, bipartitions a set of modules so that highly
connected modules are kept in one partition. In NoC-based system, the strategy
uses extended Kernighan–Lin (KL) bi-partitioning, proposed for 2D NoC (Sahu
et al. 2014a) design, to identify the closeness of tasks by analyzing their bandwidth
requirements. This bi-partitioning is applied (recursively) until only the closest two
tasks are left in any of the final partitions. During the mapping phase, these partitions
are taken into consideration to minimize the communication cost between mapped
tasks. This chapter extends it to design a 3D NoC-based system, integrating the
TSV placement problem with it. TSVs are placed after detailed consultation with
the application. As a result, it evolves as a complete solution for the 3D NoC-based
systems design problem and also incorporates several improvement operations on
the initial mapping solution. Algorithm 3.2 has been used to recursively partition
the task graph.
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Algorithm 3.2 KL-partitioning
1: procedure KL-PARTITIONING(G, l, C)

Input: Task graph G(C,E), l : level of partitioning, partitioned_list : the subset of tasks in C

to be partitioned
Output: A list of cluster; clusteri is the ith level collection of disjoint sets of tasks,

initialized to φ

2: Clusterl ← Clusterl
⋃

Partitioned_list

3: if Partitioned_list contains only 2 tasks then
4: return
5: end if
6: (p1, p2)←Random partitioning of tasks in Partitioned_list

7: KL(G,p1, p2)

8: KL-partitioning(G, l + 1, p1)

9: KL-partitioning(G, l + 1, p2)

10: end procedure
1: procedure KL(G,p1, p2)
2: present_partition ← best_partition ← (p1, p2)

3: Unlock all tasks
4: while unlock_task_exist(present_partition) do
5: swap← select_next_move(present_partition)
6: best_partition ← get_better_partition(best_partition, present_partition)
7: if not(cost_fct(best_partition) < cost_fct(p1, p2)) then
8: return (p1, p2) // Terminate, no improvement
9: else// do another iteration

10: (p1, p2)← best_partition

11: Unlock all tasks
12: end if
13: end while
14: end procedure
1: procedure SELECT_NEXT_MOVE(P )
2: for each unlocked (ciεp1, cj εp2) do
3: Append costlog.Cost_Fct(swap(P, ci , cj ))
4: end for
5: return (ci , cj swap in cost log with lowest cost)
6: end procedure

Initially, at level-0, all tasks are in one partition. At level-1, there are two partition
sets, having partition numbers 0 and 1, each containing half of the nodes of the
task graph. At next level (level-2), four partitions are generated (two from Pid-0
and two from Pid-1) having partition numbers 0, 1, 2 and 3. This continues until
there are only two tasks left in each partition for Mesh. As KL-partitioning results
depend on the initial partitioning, we run the algorithm for τ (preset) times, each
time starting with a different randomly generated initial partition. The best one is
used for subsequent mapping and iterative improvement phase.

In KL, bi-partitioning has been done in a balanced way. Thus, this work considers
the number of nodes in a task graph to be an exact power of 2. Otherwise, it
incorporates a number of dummy-tasks into the task graph. Dummy-tasks are
connected with all tasks including themselves. An edge with cost zero connects
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Fig. 3.3 Partition of all levels of a task graph contains 16 tasks

a real task to a dummy task. Edges between dummy tasks are assigned cost infinity.
The dummy tasks are removed at the end of the mapping phase.

The algorithm takes a task graph (G), level (l) and the set of tasks to be
partitioned in Partitioned_list as inputs. It is invoked with l = 0. It starts
partitioning and computes sets of clusters at different levels. In the beginning, it
forms a single cluster, cluster[0], which is a single set consisting of all tasks in C.
In the next level, it is partitioned into two sets of equal sizes. Cost of the partition
is taken to be equal to the sum of edge costs (in the task graph) of tasks belonging
to two sides of the partition. Thus, cluster[1] is a collection of two sets. The tasks
belonging to a set should be mapped on NoC in the closest proximity of each other,
compared to two tasks belonging to two different sets. In general, a set in cluster[k]
gives rise to two (k + 1) level disjoint sets in cluster[k + 1]. This process continues
until the individual sets in a cluster hold only 2 tasks.

The following is the illustration of working of the algorithm. Figure 3.3
demonstrates the algorithm steps. Here, the application contains 16 tasks. As a
result, no dummy nodes are added to the task graph. KL-partitioning algorithm
is applied upon the task graph and its output is shown in Fig. 3.3. The algorithm
recursively bipartitions the task graph until there are 2-tasks left in each partition. At
every level, a partition ID (Pid) is assigned to each task based on partitions suggested
by the KL-partitioning algorithm. For example, at level-1, partitions with Pid-0 and
1 are formed. At level-2, partitions with Pid-0 and 1 are formed from Pid-0 at level-1
and partitions with Pid-2 and 3 are formed from Partition ID-1 at level-1. The same
process is followed at the third level, and so on. In the end, partitions with 2-tasks
are obtained which are having the most connectivity between them.

4 Application Mapping onto Mesh-Based 3D NoC Systems

The next task is to assign each of the 2-core graphs to nearby routers of the
vertically-partially-connected 3D mesh NoC using Map_clusters(). Though, it is
possible to attach the 2-core groups to nearby routers arbitrarily, it is still possible to
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explore optimization that can be achieved by swapping and flipping of the groups in
a hierarchical fashion. At each level of partitioning, each core is assigned a partition
number. This numbering has been utilized in the address assignment process (initial
mapping). Then, an iterative improvement phase has been applied on the initial
mapping solution.

4.1 Initial Mapping Phase

In this phase, the final partitions generated using KL-partitioning, are mapped
to the respective partition IDs of the mesh-based 3D NoC systems using
Map_clusters(T ask_List, T ), as shown in Fig. 3.4. For example, task pair (c1, c2)
is mapped to the core pair (r0, r1). To achieve better solution, iterative improvement
is applied on this initial mapping.

4.2 Iterative Improvement Phase

At the end of the partitioning and initial mapping phase, a number of clusters at
different levels have been created on the mesh topology. Let, l be the total number
of levels that have been created. In the following, the Improvement_Phase algorithm
has been presented that chooses two partitions (say, M and N ) and attempts various
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local changes. Partition M and N are chosen in such a way that they have common
parent and level. At first, the tasks of partition N are flipped, keeping M unchanged.
The tasks are flipped first along the horizontal axis, then along the vertical axis and
finally again along the horizontal axis, creating three new mapping candidates (a
total of 4 mapping candidates). The tasks in partition M are now swapped along
the horizontal axis. The flipping of partition N is repeated generating four more
mappings. In M-partition, swapping is done two more times, first along vertical and
then along horizontal axes. Each such case generates 4 new mapping candidates via
flipping of tasks in partition N . Therefore, the entire process creates 16 mapping
candidates among tasks in partitions M and N . The mapping with the least local
communication cost (computed by considering cores in M and N only) is taken.
The strategy is then repeated on partition M and N but considering improvement
in the global cost for the entire network. The process is continued with the next
pair of partitions. If all the partitions in the current level have been completed, the
algorithm considers next lower level clusters, until it reaches the level-0 cluster.

1: procedure IMPROVEMENT_PHASE(G,T )
2: for each level starting from higher level do
3: for each unlocked partition at this level do
4: Choose two partitions (say M and N ) which have common parent
5: repeat
6: Now, perform flipping operation on tasks of partition N in the

order such as horizontal, vertical and horizontal with respect to
tasks in partition M and note the local communication cost

7: Swap the tasks in partition M horizontally and repeat step 5
8: Swap tasks modified M vertically and repeat step 5
9: Swap tasks in modified M horizontal and repeat step 5

10: The modified mapping of M and N is identified as M ′ and N ′
which gives minimum communication cost

11: M = M ′ and N = N ′
12: until global cost minimization
13: Lock the partition M and N

14: end for
15: end for
16: end procedure

Let us consider an application mapping in which Improvement_Phase starts with
level-3, followed by level-2 and 1. Figure 3.5 shows level-3 operations on partitions
M and N . The flip operation is performed on partition N . As there is only a single
row in each partition, further flips within them will not result in any better cost.
The final mapping after all iterations in level-3 has been shown in Fig. 3.5. Similar
flipping is performed at other levels as well which are shown in Figs. 3.6 and 3.7.
The final mapping solution has been shown in Fig. 3.2.
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5 Experimental Results and Analysis

This section describes the experimental results obtained for a set of bench-
mark of NoC systems and compares them with some existing approaches. We
use some of the standard benchmarks like PIP, 263ENC-MP3DEC, MWD,
MPEG4, VOPD and DVOPD (Sahu and Chattopadyay 2013; Murali and Micheli
2004) and generated some large 64-task and 128-task applications using the task
graph generation tool: TGFF (Sahu and Chattopadyay 2013; Sahu et al. 2014a).
These benchmarks are noted as G17-G22 and G25-G29 (Sahu et al. 2014a) in
Table 3.1. The TGFF parameters used for their generation are as follows: The
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Fig. 3.7 Improvement operation at level-1 partition

Table 3.1 Benchmark
applications and their mesh
sizes

Benchmarks No. of tasks 3D Mesh dimensions

PIP 8 2 × 2 × 2, 1 × 2 × 4

263ENC-MP3DEC 12 2 × 3 × 2, 1 × 3 × 4

MWD 12 2 × 3 × 2, 1 × 3 × 4

MPEG4 12 2 × 3 × 2, 1 × 3 × 4

VOPD 16 2 × 4 × 2, 2 × 2 × 4

DVOPD 32 4 × 4 × 2, 2 × 4 × 4

G17 64 4 × 8 × 2, 4 × 4 × 4

G18 64 4 × 8 × 2, 4 × 4 × 4

G19 64 4 × 8 × 2, 4 × 4 × 4

G20 64 4 × 8 × 2, 4 × 4 × 4

G21 64 4 × 8 × 2, 4 × 4 × 4

G22 64 4 × 8 × 2, 4 × 4 × 4

G25 128 8 × 8 × 2, 4 × 8 × 4

G26 128 8 × 8 × 2, 4 × 8 × 4

G27 128 8 × 8 × 2, 4 × 8 × 4

G28 128 8 × 8 × 2, 4 × 8 × 4

G29 128 8 × 8 × 2, 4 × 8 × 4

bandwidths are varied from 50 MB/s to 150 MB/s for some graphs and 10 MB/s to
1500 MB/s for others. For generating both high and low communication graphs, in-
out degrees of nodes are varied from 1 to 8. The number of start nodes is also varied
to generate different graphs and to see the effect of mapping and TSV placement
solution upon them. The bandwidth values for the edges are also generated randomly
to get heterogeneous communication behaviour of tasks. The graphs are mapped
onto 3D-mesh-NoC-based systems of 2 and 4 layers, as noted in Table 3.1. While
generating the mapping solutions, the static performance of mapping has been
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Table 3.2 Noxim settings Parameters Values

Buffer depth 6

Minimum and
maximum packet size

64 flits (32 bits per flit)

Routing Dimension ordered (xy)

Selection logic Random

Warmup time 10,000 clk cycles

Simulation time 200,000 clk cycles

Traffic Table based

evaluated via the communication cost metric. Communication cost is measured as
the product of the bandwidth requirement of a pair of tasks and hop count between
corresponding mapped tasks, summed over the edges of the application task graph.
Dynamic performance (in terms of throughput, latency and energy consumption)
of mapping solutions have been obtained via the 3D NoC-based simulator, Noxim
(Vincenzo et al. 2016), a cycle-accurate simulator. Here, cores send messages by
following the traffic pattern in accordance with the edge weights of the task graph.
However, the time distribution of the messages follows self-similar nature (Sahu
et al. 2014b; Varatkar and Marculescu 2004; Chang and Chen 2008). We have used a
similar technique to generate traffic for our applications. Each core generates traffic
in a self-similar fashion by aggregating a large number of ON-OFF message sources
following Pareto distribution with Hurst parameter, H = 0.75, Shape parameters
αON = 1.5 and αOFF = 1.17 (Kundu et al. 2012). The configuration of the Noxim
simulator has been presented in Table 3.2. For design good NoC-based systems, it
is expected that the throughput of the network be high, while the average latency be
low (Feero and Pande 2009).

5.1 Results on Different TSV Distributions and Mapping
Strategies

This section presents experimental results to highlight the efficiency of the proposed
mapping strategy KL_Map_and_TSV_place, noted in Sect. 2. As noted earlier, the
algorithm takes as input the TSV positions and generates a mapping optimizing
the communication cost. Table 3.3 notes the corresponding results. This work
has considered four different types of TSV distributions. The experimental results
marked Fully assume all routers to be 3D in nature, each having a TSV. The
columns marked Symm. assume a uniform distribution of 25% TSVs, whereas,
Rand. corresponds to a random distribution of 25% TSVs with the restriction that no
two adjacent routers are having TSVs. The TSVs have been placed in consultation
with the application, as mentioned in Sect. 2. The values presented in the columns
marked Intl., are the communication cost of application, remapped onto the partially
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Table 3.4 Time comparison between PSMAP and the proposed approach

CPU time in scc

Benchmarks PSMAP (Sahu et al. 2011) Proposed KL_Map_and_TSV_place

G17 139.25 40.45

G21 180.88 58.67

G25 257.74 90.47

connected 3D-mesh network. The results have been compared with PSMAP (Sahu
et al. 2011), Squeezing (Liu et al. 2011) and NMAP (Murali and Micheli 2004).
Out of these three, NMAP is a constructive heuristic algorithm, whereas PSMAP
is a particle swarm optimization based approach. We have extended NMAP and
PSMAP, originally proposed for 2D-NoC, to 3D. PSMAP assumes a fully connected
3D NoC-based systems. From Table 3.3, it can be noted that compared to the
KL_Map_and_TSV_place fully connected version, PSMAP and NMAP show 7%
and 5%, on an average, increase in communication cost for two layers, whereas,
for four layers, 9% and 10% increase in communication cost could be observed.
However, compared to KL_Map_and_TSV_place fully connected version, works
Squeezing (Liu et al. 2011), NMAP (Intl.) and KL_Map_and_TSV_place (Intl.)
are about 26%, 10% and 5% inferior, on an average for two layers, whereas, for
four layers such degradations are 35%, 10% and 5%, respectively. This shows the
merit of the proposed mapping together with TSV placement approach. Table 3.4
compares the CPU time requirements of PSMAP and the proposed approach for
a number of benchmarks. On average, our approach requires one-third the time
needed for PSMAP.

5.2 Impact of TSV Position Selection

Table 3.5 enumerates the experimental results of integrated TSV position selection
and mapping. The column marked Fully corresponds to the situation in which all
routers are 3D in nature. As suggested in Sect. 2, we next keep only 25% highly
utilized TSVs. Communication cost values are recomputed such that interlayer
message flow uses elevator-first algorithm (Dubois et al. 2013). Naturally, com-
munication cost degrades. Next, it performs a remapping of tasks with the current
TSV distribution. Compared to the fully connected configuration, the 25% TSV case
without remapping increases communication cost by 31% and 84%, on an average
for two and four layers, respectively. A remapping of tasks, now, creates a final
solution with communication cost degradation restricted to 5% with respect to the
fully connected version for two and four layers.
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Table 3.5 Communication cost before and after re-mapping with of 25% highly utilized TSVs
retained

Two-layer Four-layer

Re-map with Re-map with
Benchmarks Fully 25% TSVs 25% TSVs Fully 25% TSVs 25% TSVs

PIP 640 968 768 640 1296 896

263ENC-
MP3DEC

230.47 430.99 230.99 230.51 530.51 230.51

MWD 1220 1852 1252 1332 3745 1845

MPEG4 3631 4806 3706 3712.95 4080.12 3960.12

VOPD 4167 4789 4189 4317 4893 4773

DVOPD 9618 9926 9726 9812 10,904 10,004

G17 36,567.65 48,676.63 38,576.63 43,128.41 45,799.87 45,622.87

G18 6700.5 8947.48 6847.48 7875.83 7997.07 6847.07

G19 7309.54 8331.05 7231.05 8317.97 7996.12 7266.12

G20 114,242.09 164,397.94 114,297.94 18,967.85 20,826.21 17,726.21

G21 102,501.54 177,085.25 116,985.25 10,768.18 23,801.13 15,701.13

G22 45,378.92 46,323.15 45,223.15 48,191.73 59,089.62 51,989.62

G25 125,219.16 154,261.25 134,161.25 138,727.82 199,912.1 149,812.1

G26 18,154.39 22,713.78 20,613.78 17,768.19 19,921.26 18,321.26

G27 49,110.13 55,474.61 52,374.61 50,189.82 58,741.18 53,241.18

G28 402,789.74 462,471.81 432,371.81 40,186.21 49,091.12 42,981.12

G29 291,782.38 325,266.55 305,166.55 281,927.76 2,991,683.12 293,158.12

Rank 1.00 1.31 1.05 1.00 1.98 1.09

Bold values indicate the entire results presented in this table

5.3 Dynamic Performance of Different Mapping and TSV
Configurations

To measure the proficiency of individual mapping techniques together with different
TSV configuration in partially-connected 3D-mesh-NoC-based systems, simulation
has been performed using Noxim-3D simulator (Vincenzo et al. 2016). We have
incorporated the Elevator-first (Bahmani et al. 2012; Dubois et al. 2013) routing
algorithm into the Noxim. The TSV positions, generated from the proposed
methodology, have been provided to Noxim. Synthetic self-similar traffic has been
generated, by obeying the communication requirement of tasks in the application.
Self-similar traffic has been observed in typical video and networking applications
(Varatkar and Marculescu 2004). Tables 3.6 and 3.7 show the results of throughput,
latency and average packet energy (µJ) for the benchmarks, considering two and
four layers for 3D NoC. As it can be noted from the table, fully connected 3D NoC
configuration gives the best performance in terms of all the three factors. Using
25% TSVs results in degradation of all the three parameters. However, intelligent
TSV placement with task remapping improves the solution quality compared to 25%
Symm. and the 25% Rand. in throughput, latency and packet energy.
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6 Conclusion

In this chapter, we have presented a strategy to design 3D-mesh-based NoC with
restricted vertical interconnects via TSVs. An application mapping policy developed
around Kernighan–Lin bi-partitioning approach has been designed and integrated
with the TSV position selection. In these techniques, the KL-partitioning strategy
has been used to ensure that the tasks that communicate with each other frequently
are within the same partition. This is required for our initial mapping phase. Our
proposed improvement technique is then applied upon the initial mapping to arrive
at better solutions. The communication cost of our mapping solutions has been
compared with existing mapping approaches. It shows good improvement in both
solution quality and execution time for most of the applications. Comparison of
average network latency and energy consumption has also been carried out. It may
be noted that the strategies based on iterative improvement policy depend heavily
on the initial solution. A poor initial solution will make the search process to
explore only the nearby cases, restricting the solution quality. All these motivate
us to develop a constructive heuristic for 3D NoC-based application mapping and
TSV placement problem. Our next chapter presents a constructive heuristic for TSV
placement together with application mapping onto 3D NoC.
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Chapter 4
A Constructive Heuristic for Designing a
3D NoC-Based Multi-Core Systems

The design strategy of 3D NoC system proposed in the previous chapter, based on
iterative improvement policy, depends on the initial solution to a large extent. A
poor initial solution will make the search process to explore only the nearby cases,
restricting the solution quality. Though for many of the example cases the iterative
mapping is producing results better than NMAP (Murali and Micheli 2004a), it
is not true for all the cases. This motivates us to look for constructive solutions
to design 3D NoC-based systems that strive to build the solution directly, rather
than iterative improvement of an initial solution taken as input. The main idea of
the algorithm is to select the best position for the highest communicating task at
every point of time during mapping. The position of the next highest communicating
task is fixed using a predictive search. The salient features of the approach are as
follows:

1. A constructive mapping algorithm based on prediction has been proposed to
reduce the communication cost.

2. The communication cost values of the mapping solutions of our approach have
been compared with other existing strategies.

3. Comparison of dynamic performance (in terms of average network latency) and
energy consumption has also been carried out.

1 Proposed Heuristic for TSV Placement and Application
Mapping

In this section, we propose a constructive heuristic based on prediction to map tasks
and placing TSVs in the mesh-based 3D NoC. The proposed algorithm has been
discussed next. Moreover, it has been explained with an example.
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1.1 Algorithm Philosophy

First, the edges of the task graph are sorted on descending communication require-
ments, specified in edge labels. Let the edge with the maximum bandwidth be
l = (c1, c2) from task c1 to task c2. Mapping process starts with this edge. Also
let the total bandwidth requirement of task c1 be greater than the requirement of c2.
The mapping process generates a solution with task c1 mapped to each core in the
topology. For each placement of task c1, the remaining tasks are mapped judiciously
to obtain a good solution. The mapping with the minimum communication cost is
accepted as the final solution.

Algorithm 4.1 Map_and_TSV_place
Require: Task graph C and Topology graph T

Ensure: Mapping of C to T along with position of TSVs in T satisfying restrictions on TSV
numbers and places.

1: TSV_positions← All routers in T

2: Map_Task_Graph(C, T , T SV _position)
3: Sort TSVs on decreasing order of usage
4: Update TSV_positions to hold only top 25% TSV positions
5: Map_Task_Graph(C, T , T SV _positions)
1: procedure Map_T ask_Graph(C, T , T SV _position)
2: Sort edges of C on decreasing bandwidth requirement
3: Best_Cost ← ∞
4: Best_Mapping ← φ

5: Let (c1, c2) be the edge with highest bandwidth requirement
6: Set c ← c1 if c1 has higher communication requirement than c2 else c ← c2

7: for each unmapped core position r of T do
8: Map c to r

9: Mark c and r as mapped
10: while there exist unmapped task in C do
11: Find unmapped task d doing maximum communication with mapped tasks
12: Evaluate mapping costs for all one-hop mappings of d to unmapped cores
13: Identify core positions R giving same minimum costs
14: for each position p in R do
15: Map d to p

16: Perform mapping of remaining tasks by picking them in decreasing communication
and attaching to any one-hop distance core with minimum cost

17: Evaluate mapping
18: Map d to the position in R giving minimum cost
19: end for
20: end while
21: Evaluate mapping

Suppose that the task c1 is mapped onto the router r1. Core r1 has a few
neighbours in the topology graph that are one-hop away from it. So, each neighbour
can be a potential candidate for mapping task c2. In general, at any instant of
execution of the algorithm, a subset of tasks have been mapped to the cores. Let,
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22: if mapping cost < Best_Cost then
23: Best_Cost ← mapping cost
24: Best_mapping ← this mapping
25: end if
26: end for
27: return Best_Cost, Best_mapping
28: end procedure

C′ and R′ represent the sets of the already mapped tasks and their associated cores,
respectively. The algorithm now considers those edges of the task graph of which
exactly one task has already been mapped. It selects such an edge with the highest
bandwidth requirement. Let, ci be the unmapped task of that edge. Now, it tries
to place the task ci at each core located one-hop away from any core in R′. It
determines the mapping cost by considering the sub-graph consisting of tasks in
the set C′ ⋃{ci}. If there exists a unique mapping with minimum cost, that mapping
of ci is considered and the process continues with the next unmapped task selected
in a similar fashion. However, for multiple mappings of task ci all of which have
same cost, let P = {p1, p2, . . . , pk} be the set of candidate positions for task ci

resulting in same cost for the sub-graph with vertices C′ ⋃{ci}. Among all these k

positions, suppose, the algorithm selects p1, for the time being, to be the mapping
of ci . With this, it proceeds to find an association between remaining cores and the
remaining tasks in a similar manner, noted previously. However, the algorithm now
does not differentiate between the contending positions with minimum cost value.
Instead, it takes the first such position and continues with the mapping of remaining
tasks. When all tasks of the task graph have been mapped, the cost of that mapping
is taken as the predicted cost of selecting core position p1 for task ci . Similarly,
for remaining k − 1 positions, p2, p3, . . . , pk , costs are evaluated and the task ci

is associated with the core position with the minimum predicted cost. The process
continues by selecting the next task.

Thus, for each of the possible mappings of the initial task, the algorithm generates
the mapping for all other tasks of the task graph. The mapping resulting in the
minimum cost is taken as the final mapping solution. The entire procedure has been
detailed in Algorithm 4.1.

For example, PIP contains eight tasks and eight edges. The edge weights are
128, 64, 64, 64, 64, 64, 64 and 64. Figure 4.1 represents the corresponding task
graph for PIP. In Map_and_TSV_place, at the first stage, it is assumed that each
core in the tier has vertical connection. Now, Map_Task_Graph maps PIP on to
2 × 2 × 2 3D NoC-based system which has been shown in Fig. 4.2. Here, ri and ci

represent the cores and tasks, respectively. The maximum weight (128) edge (c2, c1)

is selected and task c2 is mapped onto the core r1 of 3D NoC, as shown in Fig. 4.2.
Task c1 can now be mapped onto three possible cores r2, r3 or r5 the already mapped
task c2. For every core position, the task c1 will be mapped. At first, say, task c1 is
mapped onto core r5. Tasks c3 and c5 are communicating with already mapped tasks
c1 and c2 with edge weight of 64. The procedure chooses task c5 for mapping next.
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Fig. 4.1 Task graph for
application PIP 1 25
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Fig. 4.2 A 2 × 2 × 2 3D
NoC-based systems with all
router having vertical
connection
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Fig. 4.3 A 2 × 2 × 2
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Similarly, c5 can be mapped onto any of the four cores r2, r3, r6 or r7. First, it maps
the task c5 onto core r6. Subsequently the task c5 will be mapped onto the other core
locations as well. The best one with minimum communication cost will be chosen.
In a similar fashion all task will be mapped onto the 3D NoC-based systems and
corresponding mapping cost will be noted. This mapping cost corresponds to the
mapping of task c2 to core r1. Next, task c2 is mapped to core r2. The entire process
is repeated. Thus, task c2 will be mapped to every core in the NoC and remaining
tasks will be mapped in a similar fashion. The best mapping will be noted with the
minimum communication cost.

Now, every vertical connection is inspected by considering the best map-
ping solution. The vertical connections with high traffic flows that honored the
technological constraints are preserved. The remaining vertical connections are
removed from the topology. Such topology has been shown in Fig. 4.3. Thereafter,
Map_and_TSV_place in the second stage applies a similar mapping technique on
this new 3D NoC topology and best mapping is taken as the solution.
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2 Experimental Results and Analysis

This section presents the experimental results on different NoC benchmarks and
compares these with other existing techniques and the proposed technique in the
previous chapter (KL). The simulation environment is the same as in Sect. 5.

2.1 Results on Different TSV Distributions and Mapping
Strategies

To start with, we present a few results to highlight the efficiency of our mapping
strategy Map_Task_Graph, noted in Sect. 1. Table 4.2 notes the corresponding
results. We have experimented with three different types of TSV distributions. The
results marked Fully assume all routers to be 3D in nature, each having a TSV. The
columns marked Symm. assume a uniform distribution of TSVs, whereas, Rand.
corresponds to the random distribution of 25% TSVs with the restriction that no two
adjacent routers are having TSVs. From Table 4.2, it can be noted that compared to
the Map_Task_Graph fully connected version, PSMAP, NMAP and KL show 14%,
12% and 7% on an average, increase in the communication cost for two layers. For
four layers, 19%, 20% and 9% increase in communication cost could be observed.
However, compared to Map_Task_Graph fully connected version, works Squeezing
(Liu et al. 2011a), NMAP (Intl.) and KL (Intl.) are about 36%, 17% and 12%
inferior, on an average for two layers. For four layers such degradations are 51%,
27% and 15%, respectively. This shows the merit of the proposed mapping together
with TSV placement approach. Table 4.1 compares the CPU time requirements of
PSMAP and the proposed approach for a number of benchmarks. From the table,
it can be noted that PSMAP takes more CPU time than the proposed strategy
(Table 4.1).

2.2 Impact of TSV Position Selection

Now, we enumerate the results of integrated TSV position selection and mapping.
Table 4.3 notes the corresponding results. The column marked ‘Fully’ corresponds
to the situation in which all routers are 3D in nature. As suggested in Sect. 1, we next

Table 4.1 Execution time comparison between PSMAP and the proposed method

CPU time in s

Benchmarks PSMAP (Sahu et al. 2011) Proposed Map_and_TSV_place

G17 139.25 73.45

G21 180.88 80.47

G25 257.74 98.67
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Table 4.3 Communication cost before and after re-mapping with of 25% highly utilized TSVs in
3D-NoC

Layers Two Four

Re-map with Re-map with
Benchmarks Fully 25% TSVs 25% TSVs Fully 25% TSVs 25% TSVs

PIP 640 1068 768 640 1996 896

263ENC-
MP3DEC

230.41 350.42 230.42 230.51 830.45 230.45

MWD 1216 1648 1248 1216 2664 1664

MPEG4 3600 4732 3632 3728 4819 3713

VOPD 4119 5219 4119 4216 6339 4237

DVOPD 9544 10,692 9592 9638 10,900 9800

G17 36,295.6 49,298.9 40,198.9 39,458 46,665 40,565

G18 6094.11 6780.91 6280.91 6374.26 9622.23 6522.23

G19 6415.87 6927.12 6717.12 6534.52 9845.89 6745.89

G20 102,056 110,931 110,831 11,813.83 27,673.3 12,573.3

G21 101,256 138,380 107,280 106,587 291,392.33 121,292.33

G22 41,198.8 49,991.4 48,271.4 42,458.54 49,380.46 49,280.46

G25 101,235.32 212,415.11 112,315.11 104,325.23 191,229.99 121,129.99

G26 13,189.28 18,885.12 14,725.12 13,456.57 19,768.77 15,468.77

G27 47,129.49 69,338.17 48,238.17 48,957.84 48,470.91 49,380.91

G28 352,189.12 651,212.11 381,112.11 37,345.75 48,114.01 41,014.01

G29 349,856.14 382,412.91 242,312.91 248,746.53 259,541.25 255,441.25

Rank 1 1.38 1.05 1 1.76 1.10

Bold values indicate the entire results presented in this table

keep only 25% highly utilized TSVs. Communication cost values are recomputed
such that interlayer message flow uses elevator-first algorithm (Dubois et al. 2013).
Naturally, communication cost degrades. Next, it performs a remapping of tasks
with the current TSV distribution. Compared to the fully connected configuration,
the 25% TSV case without remapping increases communication cost by 38% and
76%, on an average for two and four layers, respectively. But, it reduces to 5% and
10% for two and four layers after remapping.

2.3 Dynamic Performance of Different Mapping and TSV
Configurations

To measure the proficiency of individual mapping techniques together with differ-
ent TSV configurations in the partially connected 3D-mesh-NoC-based systems,
simulation has been carried out for each of the NoC-based systems using Noxim-
3D simulator. Synthetic self-similar traffic has been generated, by obeying the
communication requirement of tasks in the application. Tables 4.4 and 4.5 show the
results of throughput, latency and average packet energy (µJ ) for the benchmarks
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mapped onto two- and four-layers 3D NoC. It can be noted from the table fully
connected 3D NoC gives the best performance in terms of all the three factors. Using
25% TSVs results in degradation of all the three parameters. However, intelligent
TSV placement with task remapping improves the solution quality compared to 25%
Symm. and the 25% Rand. with throughput, latency and packet energy.

3 Conclusion

In this chapter, we have presented a constructive strategy to reduce the com-
munication cost and enhance the performance of 3D NoC-based system. From
the simulation results it can be noted that constructive heuristic produces better
solutions for most of the application benchmarks than NMAP, PSMAP, Squeezing
and KL-based heuristic. However, constructive methods work with a predetermined
notion about the avenue to achieve a good solution. Almost all such methodologies
work with an ordering of tasks/edges of the task graph, sorted in descending order
of communication requirement. This may not work always. This has motivated us to
develop an evolutionary mapping technique. The next chapter proposes a Discrete
Particle Swarm Optimization (DPSO) based approach for the integrated application
mapping and TSV placement problem in 3D NoC-based systems.
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Chapter 5
A Discrete Particle Swarm Optimization
Technique for Designing a 3D NoC-Based
Multi-Core Systems

The evolutionary approaches based on Genetic Algorithm (GA), Ant Colony
Optimization (ACO) and Particle Swarm Optimization (PSO) often perform a better
exploration of the search space, compared to other heuristics, as multiple solutions
do evolve simultaneously with mutual interactions between them. These exploratory
strategies also need to be guided. A general observation about PSO is that it
converges faster than similar techniques like Genetic Algorithms, and can work
with relatively small population size. This chapter develops a PSO-based approach
to solve the mapping and TSV placement problems, together. Furthermore, to check
the quality of solutions generated by the proposed PSO-based approach, an exact
method has been developed built around the Integer Linear Programming (ILP).

The salient features of the approach are as follows:

(a) An exact formulation to the integrated task mapping and TSV placement
problem based on Integer Linear Programming (ILP) has been proposed for
NoCs with two vertical layers.

(b) A Discrete Particle Swarm Optimization (DPSO) based approach has been
developed for integrated application mapping and TSV placement problem to
minimize the overall communication cost.

(c) The basic PSO formulation has been augmented by (1) an efficient random
number generator, (2) inversion mutation (IM) operation, (3) deterministically
generating a part of the initial population for PSO and (4) running multiple PSO.

(d) For any stage of PSO, the initial population generation is not fully random. A
good number of particles have been created using fast search techniques built
around the constructive mapping algorithm proposed in our earlier works. This
has enabled our PSO to explore the promising regions of search space better.

(e) We have used a multi-stage PSO. The local and global best information of
ith stage are passed to the particles in (i + 1)th stage. This ensures faster
convergence and improved quality of solution for the successive stages.
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1 ILP Formulation for TSV Placement and Application
Mapping

An ILP formulation for the TSV placement and mapping problem has been
described here. The parameters and variables used in the ILP formulation are noted
in Table 5.1.

1.1 Objective Function

The objective of the work is to minimize the communication cost by placing the
TSVs at suitable positions of the 3D NoC-based system and performing a mapping
of tasks to cores. The objective function can be written as

Minimize :
∑
∀lεE

Bwl ×
⎛
⎝ ∑

∀(μs ,μt )εU, kε{valid T SV }
DTk

μsμt
× Ylk

⎞
⎠ × P

μsμt

l (5.1)

where k represents the index of a core and the vertical connection (TSV) of kth
router is denoted as Tk . This work considers two layers (i.e., l = 2) and all vertical
connections to be bidirectional in nature. The value of k can range from 1 to the
number of routers present per layer. For example, if we have 12 cores and the
number of routers per layer is 6 (the cores being equally distributed in different
layers), k can take any value between 1 and 6.

The distance between routers, present in different layers, can change depending
upon the choice of TSV used. Hence, for every pair of cores/routers, all possible

Table 5.1 Variables used for ILP formulation

Variables Definitions

m
μs
ci

= 1, if ith task ci is mapped to sth core μs

= 0, otherwise

P
μsμt

l = 1, if communication path exists between cores μs & μt for a mapped edge l of the
task graph

= 0, otherwise

Tk = 1, if kth router has a vertical link

= 0, otherwise

D
Tk
μsμt Pre-computed distance between cores μs and μt , given kth router has TSV, that is,

Tk = 1

Ylk =1, if Tk = 1 and kth router comes in the path for a mapped edge l. This depends on
the routing algorithm followed.

=0, otherwise

Bwl = Bandwidth requirement of the edge l of the task graph.
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distances have been precomputed in D
Tk
μsμt and provided in the ILP formulation.

The appropriate distance will get selected based on the value of the variable Tk .
Suppose, for an edge l = (ci, cj ) in the task graph, task ci is mapped to core us , and
cj to ut , located in different layers. The routing path between cores us (source) and
ut (destination) has been decided by the routing algorithm. Now, such path contains
a router having vertical connection (i.e., Tk = 1). The usage of such TSV is captured
by a binary variable Ylk . The value Ylk = 1 signifies that kth router has a vertical
connection and it comes in the routing path for the mapped edge l, and 0 otherwise.

1.2 Constraints

The following set of constraints have been framed to solve the TSV placement and
mapping problem in 3D NoC-based systems.

(a) TSV usage constraints

Ylk ≤ Tk (5.2)

for all edge l of task graph and all k of TSV positions

No. of routers per layer∑
k=1

Ylk = 1 (5.3)

The first constraint ensures that the path distance with a chosen TSV k is
considered for a task graph edge l only when that TSV is present (Tk = 1). The
second constraint ensures that an edge l is mapped considering only one TSV
at most. For example, suppose, we have TSVs at both first and third locations
(i.e., T1 = T3 =1). While mapping an edge l, its distance will include either T1
or T3. However, if an edge l in the task graph is mapped to the cores in the same
layer, neither T1 nor T3 will come in the path between the cores. In this case,
any of Yl1 or Yl3 can become 1.

(b) Mapping constraints

∀μsεU,
∑
ciεC

mμs
ci

≤ 1 (5.4)

∀ciεC,
∑
μsεU

mμs
ci

= 1 (5.5)

The first inequality implies that any router has at most one core attached to it.
Constraint (5.5) ensures that each task has to be mapped onto only one core.
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These constraints guarantee that no two tasks are mapped to one core and each
core gets attached to a single router.

(c) Constraints for task graph edges

∀lεE,∀(μs, μt )ε U
[
P

μsμt

l ≥ mμs
ci

+ mμt
cj

− 1
]

(5.6)

where ci is source of lth edge and it is mapped to core μs and cj is destination
of lth edge and is mapped to core μt

∀lεE,∀(μs, μt )ε U
[
P

μsμt

l ≤ (mμs
ci

+ mμt
cj

) ÷ 2
]

(5.7)

where ci is source of lth edge and it is mapped to core μs and cj is destination
of lth edge and its mapped to core μt .

Each edge present in the task graph would be mapped onto a path in the
topology graph. It can be ensured by the inequalities (5.6) and (5.7). The
variable P

μsμt

l will be 1, when edge l of the task graph is mapped to a path
between core μs and μt .

(d) Technological constraints

∑
Tk = n/4 (5.8)

where n is the number of routers per layer

Tk + Tk+1 = 1 (5.9)

for k not being a router in last column

Tk + Tk+n = 1 (5.10)

for k not being a router in last row, n being the number of routers per layer.

Due to the technological constraints, we assumed that the number of vertical links
(TSVs) in each layer can be less than or equal to 25% of the total routers present
per layer. This criteria can be ensured by the constraint (5.8). The constraints (5.9)
and (5.10) ensure that TSVs are not placed within one hop distance of each other.

The tool CPLEX (Cplex 2013) has been used to solve the formulated ILP and
get optimum solution. However, except for very small NoCs, it takes a huge amount
of CPU time to arrive at the solution. Hence, in the following, a Particle Swarm
Optimization (PSO) based technique and its variants have been proposed to find the
solutions for bigger NoCs, producing results within a reasonable amount of CPU
time.
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2 PSO Formulation for TSV Placement and Application
Mapping

Particle Swarm Optimization (PSO) (Kennedy and Eberhart 1995) is a population-
based stochastic optimization technique developed by Eberhart and Kennedy,
encouraged by the social behaviour of bird flocking and fish schooling. In this
technique, multiple solutions are present at any instant of the optimization phase.
These solutions help each other to evolve themselves by sharing their experiences
to achieve close to an optimum solution. Each of these solutions is called a particle.
A particle moves through the solution space according to its own experience as well
as the experience of the fellow particles. The proficiency of a particle is measured
by its fitness. PSO has been applied successfully to solve many optimization
problems in both continuous and discrete domains (Wang et al. 2003). This has
motivated us to look for a discrete PSO (DPSO) formulation of the integrated TSV
placement and task mapping problem for the 3D-mesh-based NoC with limited
vertical connections. Apart from developing a PSO, we have augmented it in several
ways as discussed in Sect. 2.2.

The position of a particle, in an n-dimensional search space at the kth iteration
can be represented as pk =< pk,1, pk,2, . . . , pk,n >. Let, pi

k denote the position
for the ith particle. For the ith particle, let its local best position be represented by
pbest i , corresponding to the best fit position that the particle has seen so far over the
generations. Similarly, the global best particle of kth generation may be represented
by gbestk . The particles can fly over the solution space through generations. The
new position can be calculated as

pi
k+1 =

(
k1 ∗ I ⊕ k2 ∗

(
pk → pbest i

)
⊕ k3 ∗ (pk → gbestk)

)
pi

k (5.11)

In this equation, m → n denotes the minimum length sequence of swapping to
be applied on m to transform it to n. For example, let, m =< 1, 3, 4, 2 > and
n =< 2, 1, 3, 4 >, m → n = < swap(1, 4), swap(2, 4), swap(3, 4) >.
The operator ⊕ denotes the fusion operator. Two swap sequences are applied one
after another, i.e., m followed by n, for the operation m ⊕ n. Each particle evolves
over the generations based on inertia, self-confidence and swarm confidence. In
expression (5.11), the corresponding factors are denoted by the constants k1, k2 and
k3, respectively. The quantity ki ∗ (m → n) means that the swaps in the sequence
(m → n) are to be applied with probability ki . The identity swap sequence is
represented by I =< swap(1, 1), swap(2, 2), . . . , swap(n, n) >. It corresponds
to the inertia of the particle to maintain its initial configuration. The final sequence
of swaps equivalent to (k1 ∗ I ⊕ k2 ∗ (pk → pbest i) ⊕ k3 ∗ (pk → gbestk)) are to
be applied on particle pi

k to create pi
k+1.

The convergence criteria for the DPSO is given by Guilan et al. (2008)

(
1 − √

k1

)2 ≤ k1 + k3 ≤
(

1 + √
k1

)2
(5.12)
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Accordingly, we have tried with various values of k1, k2 and k3. The results reported
in this work consider the values of k1 = 1, k2 = 0.04 and k3 = 0.02. Next, we
present the particle structure used by us in the integrated TSV position selection and
core mapping problem.

2.1 Particle Formulation and Fitness Function

2.1.1 Particle Structure

To solve the integrated problem of task mapping and TSV position selection using
PSO, the particle structure has been made to have two parts in it. The first part
corresponds to the mapping, while the second part indicates the routers having a
vertical connection via TSV. For this, the routers have been numbered in increasing
order from the lowest to the highest layer. Within a layer, the router numbers are
assigned in a row-wise manner, starting from the top-left upto the bottom-right
corner. Figure 5.1a shows the numbering scheme followed for a 3×3×2, 2-tier NoC
having a total of 18 routers. The task mapping part of the particle is a permutation of
task numbers, identifying the task mapped to a core. For example, Fig. 5.1b shows
the particle structure corresponding to the NoC mapping in Fig. 5.1a. Task16 gets
mapped to core1, task 13 to core 2, and so on.

For the TSV part, it has been assumed that the routers at similar positions are
of the same type in each layer. That is, if router r in layer 1 is a 3D router with
a TSV connection to corresponding router r ′ in layer 2, ṙ is also having a TSV
connection to router r ′′ in layer 3, and so on. Such an assumption is justified as

9 3 14 5 6 4 11 15 17 11000121878101213161 0 0 0

r3r2r1

r4 r5 r6

r9r8r7

r12r11r10

r13 r14 r15

r18r17r16

Layer 1

Layer 2

c9

c2 c10 c18

c16 c13 c1

c15 c17 c12

c11c4c6

c5c14c3

c7 c8

(a)
trapVSTtrapgnippameroC

TSV connection

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 1 2 3 4 5 6 7 8 9

(b)
Routers

Fig. 5.1 Particle structure for application mapping and TSVs placement problem. (a) A vertically-
partially-connected 3D-mesh-NoC. (b) Particle structure for the configuration in (a)
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TSV geometry will not allow two neighbouring routers in any layer to have TSV
connections. Thus, it is better to put 3D routers at the same positions in each layer.
The TSV part of the particle has been formulated as a bit-array of size equal to
the number of routers at layer l (or any other layer). A bit being ‘1’ indicates that
the corresponding routers in each layer are 3D in nature with TSV connections.
A ‘0’ indicates the router to be 2D without TSV connection. The TSV-placement
constraints, such as x% routers in each layer can have TSV and that the minimum
d-hop distance must be maintained between neighbouring routers having TSV, are
not incorporated into the particle. However, the constraints have been considered
while determining the 3D NoC structure corresponding to the particle. For example,
assume that the first bit of TSV part of a particle is ‘1’. This router will have a TSV.
During placement of TSVs for other routers (i.e., routers having ‘1’ bit in the TSV
part of the particle), it will consider the constraint. Such a router can have TSV, only
if it satisfies both the constraints. Figure 5.1b shows a full particle structure. For the
purpose of implementation, a particle has been considered to be a single array with
appropriate care taken regarding the values contained in its cells. The fitness of each
particle can be evaluated using expression (5.13)

CommCost =
∑

i

∑
j

(
BW

(
ci, cj

) × Dist
(
ri, rj

))
(5.13)

where BW(ci, cj ) denotes the bandwidth requirement between tasks ci and cj .
Dist(ri, rj ) is the hop count in a shortest path between cores ri and rj , to which
the tasks ci and cj have been mapped.

2.1.2 Local and Global Best Particle

Each particle has an associated local best (pbest) which is a configuration with the
minimum communication cost (defined by Eq. (5.13)), among all configurations that
the particle has seen so far, in the evolution process. On the other hand, global best
(gbest) is a particle having the best (minimum) communication cost for a generation
which has been calculated from the set of local bests. The local as well as the
global best particles control the evolution of each particle. The local and global best
particles are updated if the corresponding fitness values in the current generation are
less than the values until the previous generation.

2.1.3 Evolution of the Generation

Particles evolve over generations to create new particles which are expected to
produce better solutions. The initial population is created randomly and the fitness
values of individual particles are determined. The local best (pbest) of each particle
is initialized to itself. For a new generation, particles are created through a series of
swap operations, explained next.
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2.1.4 Swap Operator

Swap operation takes two indices, say i and j , of the particle p as input and creates
a new particle p1. The particles p and p1 are same excepting that the positions i and
j of p are exchanged in p1. Care has been taken to disallow swapping between task
part and TSV part of a particle.

Let p be a particle as shown in Fig. 5.2a. The swap operator SO(3,5) exchanges
the values at positions 3 and 5 in p to generate a new particle as shown in Fig. 5.2b.

2.1.5 Swap Sequence

It is a sequence of swap operators. For example, a swap sequence SS =<

{SO(7, 1), SO(4, 3)} > creates particle, Pnew, by applying the operations on
particle P in two steps. Figure 5.3a represents the particle P . Applying SO(7,1)
on P creates an intermediate particle, Pmod , shown in Fig. 5.3b. The swap SO(3,4)
on particle Pmod results in the new particle noted in Fig. 5.3c.

For the evolution of a particle, first the swap sequences are identified to align it to
its local best and the global best. The sequences are applied with some probabilities
corresponding to the confidence factors. For our formulation, we have used the
confidence factors to be 0.04 and 0.02, respectively, for local and global best
alignment.

Fig. 5.2 An example of swap
operation. (a) A particle
before applying the swap
operation. (b) The particle
after applying the swap
operation

1 5 3 4 8 6 2 7 0 1 1 0

(a)

1 5 3 8 7 010 126 4

(b)

Fig. 5.3 An example of swap
sequence operation. (a) A
particle before applying the
swap operation. (b) The
particle after applying a swap
operation. (c) The particle
after applying the next swap
operation

1 5 3 4 8 6 2 7 0 1 1 0

(a)

1 7 3 4 8 6 2 5 0 1 1 0

(b)

1 5 3 8 4 6 2 7 0 1 1 0

(c)
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2.2 Augmentation to the Basic PSO

To achieve a better solution from the PSO technique presented so far, the following
augmentations have been incorporated.

2.2.1 Usage of Better Random Number Generator

PSO algorithm depends heavily on the quality of random number generator avail-
able in the systems. The available C-library routines for random number generation,
rand() and rand48() use Linear Congruential Generator (LCG) (Saito and
Matsumoto 2008). We propose to use the thread-safe single instruction multiple
data-oriented fast Mersenne twister (SIMT) pseudorandom number generation
technique (Saito and Matsumoto 2008). The technique provides several advantages
over LCG. In particular, it has larger period (upto 2216091 −1), compared to (231 −1)
for LCG (Saito and Matsumoto 2008), better equidistribution and quick recovery
from 0-excess initial state. Compared to other statistically reasonable generators,
it is faster and useful, when huge random values are required (Tian and Benkrid
2009). The SIMT has passed several statistical testing including the diehard test
of Marsaglia and the load test of Hellekalek and Wegenkittl (Matsumoto and
Nishimura 1998). The effect of using SIMT, instead of LCG has been demonstrated
in Sect. 3.3.

2.2.2 Inversion Mutation (IM)

The PSO generally performs better than Genetic Algorithm (GA) (Guilan et al.
2008). However, one important drawback of PSO, as compared to GA, is the absence
of a mutation operator that can bring sudden changes into a solution, thus possibly
exploring a promising unexplored part of the search space. When PSO is found to be
not improving over a fixed predefined number of generations, a mutation operation
may take it out of a probable local optima. In this light, we have introduced an
inversion mutation operator. To apply this on a particle, we follow the procedure
noted next. First, a break-point is randomly generated for the task part of the particle.
The portion from this break-point to end is inverted and joined at the end of the part
before break-point. Next, the same is performed for the TSV part. Figure 5.4 shows
the operation of such an inversion mutation. Its impact on solution quality has been
shown in Sect. 3.3.

2.2.3 Multiple PSO

In any population-based search technique, exploration and exploitation are the two
properties that can be used to control the quality of the solution. The techniques can
also be used in PSO. In the exploration phase, different regions of the search space
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Fig. 5.4 An example of
Inversion Mutation operation.
(a) A particle before applying
the mutation operation. (b)
The particle after applying
the mutation operation

1 5 3 4 8 6 2 7 0 1 1 0
Core part TSV part

Break point Break point

(a)

Core part TSV part

Break point Break point

1 5 3 4 0 17 862 10

(b)

are explored, whereas, the exploitation process checks for local optima around the
globally explored points. In the initial portion of a PSO run, it performs more of
exploration. However, through the evolution process, the particles start converging,
making more of exploitation. To balance the exploration and exploitation process in
a multiple swarm based optimization techniques, several strategies can be found in
the literature (Rohler and Chen 2011; Chen and Montgomery 2011). Among these
strategies, locust swarm (Rohler and Chen 2011) is based upon devor and move on
strategy. In this strategy, if a sub-swarm has found a local optima, a set of scouts are
deployed to explore the new potential regions. Furthermore, the scouts are guided
by intelligence accumulated by the earlier sub-swarm. In our work, we have utilized
a similar such technique for better exploration of the search space, as detailed next.

In our proposed augmentation, PSO has been run several times to improve upon
the global best solution. Suppose that at the end of nth run of PSO, the local best for
kth particle be pbestkn , and the global best be gbestn. In the (n + 1)th pass of PSO,
it starts with a new set of particles. However, the local and global best information
is transferred from the nth to the (n + 1)th PSO. The maximum number of the PSO
runs to be executed has been restricted as follows:

• A user-defined value for the maximum number of PSO runs. In this experiment,
it has been taken as 200.

• The global best fitness does not change in the last 20 PSO runs.

2.2.4 Initial Population Generation

For a task graph with n tasks mapped onto a 3D-mesh having n routers distributed
over m layers, the total number of possible mappings and TSV positions can be
n! and (2n/m), respectively. Exploration of the potential region of this enormous
search space depends to a great extent on the initial set of particles. We have used
the deterministic initial population generation technique, described in Chap. 4, to
help in the process. The strategy proposed in Chap. 4 can generate a number of



www.manaraa.com

2 PSO Formulation for TSV Placement and Application Mapping 75

solutions equal to the number of core in the NoC, quite fast. However, it works only
for a fully connected 3D mesh. To restrict the number of TSVs, we have generated a
number of 3D mesh architectures with randomly placed TSVs. The total number of
TSVs has been restricted to 25% of total available positions. Also, TSVs are placed
at least two hops away from each other. Next, the algorithm suggested in Chap. 4
has been utilized to get a number of mapping solutions. For each core in the NoC,
a solution is generated by starting the mapping process at that core. The best one
among them, along with the associated TSV positions contributes to the creation of
one intelligent particle to be included in the initial population. The process has been
repeated to create a certain number of intelligent particles. The rest of the particles
are generated randomly.

2.3 PSO-Based Application Mapping and TSV Placement
Algorithm

The entire PSO engine has been described in Algorithm 5.1. In this algorithm,
each Particle represents a configuration of mapping of tasks into the core of
NoC topology. Such configuration represents a position in the solution space. The
algorithm generates few intelligent and remaining random particles, a total of
NPart number of particles in the initial generation of PSO (line 10). Few intelligent
configurations are generated by using the strategy, described in Chap. 4. The local
best of individual particles is set to the particle itself. The global best particle is
set to be the best configuration found in the local best configuration set (line 20).
Each configuration can be judged based on the expression (5.13). Here, NPart is
the number of particles, while MGEN is the maximum number of generations. The
number of PSO runs is represented by MPSO.

After generating the initial configurations and finding the global best configura-
tion at first generation, the particles are evolved using UpdatePart(). Each particle
evolves by sharing the experience of its local as well as global best of the generation
with a random probability. The swap sequences are generated based on the particle,
local and global best configurations. New particle or configuration is generated
by applying those swap sequences onto the particle with a certain probability.
Furthermore, the local best of each particle gets changed by comparing the fitness
between its current lbest and the new particle (line 17). After each generation, the
PSO engine checks the BestF itness value. It changes the current generation to the
initial generation if it gets better fitness than the earlier one. Otherwise, it keeps
count of the generations. The inversion mutation (IM) (line 29) is applied onto each
particle, if generation count reaches up to (MGEN) and IM is true. The PSO engine
creates new particles by assigning random configurations using Random(), whereas
local best for those particles are passed from the earlier PSO run using CopyLbest(),
when the generation count reaches to its maximum value (lines 32–35). The PSO
engine stops when multiple PSO count reaches the maximum value.
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Algorithm 5.1 PSO-based application mapping and TSV placement algorithm
Input: Task graph C, Topology graph T ,
Output: Mapping of C to T along with position of TSVs in T satisfying restrictions on TSV

numbers and places.
1: Set MGEN, MPSO and NPart
2: Set TSVs constraints
3: BestFitness← ∞
4: for m from 0 to MPSO do
5: IM←true
6: BeforeIMBestFitness← ∞
7: while IM = true do
8: gen ← 0
9: while gen < MGEN and IM = true do

10: for p from 0 to NPart do
11: if gen = 0 and m = 0 then //Initialization
12: Particlep ← {CommIntelligent(), Random()}

13: Particle
pbest
p ← Particlep

14: else//Update particle
15: UpdatePart(Particlep ,Particle

pbest
p , Particlegbest , ProbRandompbest ,

ProbRandomgbest )

16: Compute fitness of Particlep using expression (5.13)

17: UpdateLBest(Particle
pbest
p , Particlep)

18: end if
19: end for
20: Compute global best particle Particlegbest from the set of particles

Particlepbest

21: Update the BestF itness as global best as per the requirement and reset the
gen counter

22: if BeforeIMBestFitness = BestFitness then

23: IM←false
24: end if
25: gen ← gen + 1
26: end while
27: if IM = true then
28: BeforeIMBestFitness← BestFitness
29: Perform Inverse Mutation (IM) at random position of each particle of the last

generation
30: end if
31: end while
32: for p from 0 to NPart do
33: Particlep ← {Random()}

34: CopyLbest(Particle
pbest
p )

35: end for
36: end for
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3 Experimental Results and Analysis

This section presents the experimental results on different NoC benchmarks and
compares these with ILP, other existing techniques and the proposed technique
in previous chapters (KL and constructive) for a number of NoC benchmark
applications. The simulation environment is the same as that in Sect. 5.

3.1 Communication Cost Comparison Between ILP and PSO

To check the optimality of the proposed approach for TSV placement and mapping
problem, we first compare the ILP with PSO results. Table 5.2 shows the TSV
placement and mapping results using ILP and PSO. For applications PIP, S1 and
S2, PSO could obtain the same solution, reported by ILP. For other applications,
ILP could not start or complete due to the creation of a large number of constraints.
The CPLEX (Cplex 2013) tool has been used to solve the formulated ILP. Both ILP
and PSO have been implemented on a Dell PowerEdge T410 system with 8 cores
(Intel Xeon processor, E5606@2.12 GHz), 64 GB RAM. The capacity of PSO to
reach the optimal results found from ILP gives us confidence about its quality.

3.2 Impact of Initial Population Generation

To improve the solution quality, the proposed method augments the initial popu-
lation generation process of the basic PSO. That is, some percentage of the total
number of particles has been taken from a fast deterministic heuristic, explained
earlier (Sect. 2.2.4). The impact of this augmentation on the solution quality, with
partially connected 3D-mesh-NoC with two layers, has been shown in Table 5.3.
The last row of the table notes the average percentage improvements achieved

Table 5.2 Comparison of
communication cost between
ILP and PSO

PIP

Comm. cost
Mapping algorithms (Hops × BW)

Proposed PSO 768

ILP 768

S1 (6 cores)

Proposed PSO 384

ILP 384

S2 (6 cores)

Proposed PSO 1224

ILP 1224
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Table 5.3 Communication cost for intelligent initial population

Intelligent particles

Benchmarks 0% 1% 5% 10% 20%

G17 46,412.4 37,730 37,565 37,565 37,565

G18 9620.64 6679 6193 6153 6153

G19 9215 6689 6445 6414 6414

G20 117,978.8 105,584 105,468 105,468 105,468

G25 160,396.69 104,719.25 103,819.67 103,819.67 103,819.67

G26 28,517.03 15,217.35 13,279.89 13,269.79 13,269.79

G27 74,391.23 48,749.25 48,464.99 48,460.58 48,460.58

Avg. Imp. – 29% 31.27% 31.38% 31.38%

Table 5.4 Communication cost comparison of different augmentation techniques

Benchmarks Basic PSO Basic PSO w-IM only Basic PSO w-SIMT only

G28 499,896.19 493,796.14 486,559.15

G29 398,451 397,123 386,714

via incorporation of different percentages of intelligent particles in the initial
population, over a completely random initial population. It shows that incorporation
of 5% intelligent particles in the initial population can be a good augmentation.
The solution quality does not improve significantly as the percentage of intelligent
particles is increased from 5 to 20%. The effect of augmentations like IM and
randomness of random number generator into the basic PSO have been presented
in this section. The corresponding results have been noted in Table 5.4 for the
applications G28 and G29. The second column notes the results of basic PSO
without any augmentation. The third and fourth columns show the results of
incorporation of inverse mutation and SIMT into this basic PSO. As it can be
observed from the table, better results have been achieved using IM and SIMT. This
establishes the suitability of the proposed augmentation strategies for improving the
solution quality.

3.3 Effect of Inversion Mutation (IM) and Random Number
Generator

3.4 Comparison with Existing Works

This section compares the experimental results of the current approach with some
of the recent approaches reported in the literature. The corresponding results have
been presented in Table 5.5. From the performance viewpoint, the best possible is
the 3D mesh architecture with each router have a vertical connection (i.e., 100%
TSVs) (Feero and Pande 2009). We have considered such a fully connected 3D-
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mesh-NoC as an instance and mapped each benchmark onto that architecture using
our proposed augmented multi PSO (AMPSO) based technique to evaluate the
performance. The corresponding results have been noted in the third column of
Table 5.5, labeled as AMPSO. The TSV foot-print in such case is very high. Rand.
in column 4 corresponds to a random distribution of 25% TSVs with a restriction
that no two adjacent routers are having TSVs. The scheme suggested in Liu et al.
(2011a) makes four adjacent routers to share one TSV located at the centre of the
cluster, which has been labeled as Squeezing in Table 5.5. Thus, it uses 25% routers
to have a vertical connection. We have extended the NMAP (Murali and Micheli
2004a) to work with 25% intelligently placed TSVs which have been marked
as Extnd.-NMAP in Table 5.5. We have also compared the proposed technique
with the works proposed in the last two chapters which are labeled as KL and
Constructive in the table. The columns marked as Single PSO and Multiple PSO
correspond to the cases in which PSO has been run only once, or several times, as
noted in Sect. 2.2. Furthermore, under those columns w/o augmntn represents the
situation in which augmentations suggested in Sect. 2.2 have not been incorporated.
On the other hand, the columns marked as w augmntn contain the results in
which all the augmentation have been used. Taking the AMPSO results as unity
or reference, the proposed approach in the last column requires only 3.8% more
communication cost, on an average, compared to 44.2%, 41.3%, 23.4% 17.9% and
9.3% more for randomly placed, (Liu et al. 2011a; Murali and Micheli 2004a), KL
and Constructive, respectively, for partially connected 3D-mesh based NoC having
two layers. For four layers, it takes 9.9% more communication cost, on an average,
compared to 85.2%, 54.4%, 38.6%, 34.2% and 19.4% more for randomly placed,
(Liu et al. 2011a; Murali and Micheli 2004a), KL and Constructive. Therefore, the
proposed strategy can produce a better solution than other contemporary approaches
available in the literature.

3.5 Dynamic Evaluation of Proposed Solutions

For a better understanding of the impact of TSV placement and mapping, we
have next simulated each of the NoC-based systems. Synthetic self-similar traffic
has been generated, guided by the communication requirement of the tasks in
an application. It has been reported in Varatkar and Marculescu (2004) that on-
chip modules in typical video and networking applications follow bursty traffic.
The Noxim (Vincenzo et al. 2016) simulator has been used to simulate the NoCs.
We have incorporated both the routing algorithms—elevator-first (Bahmani et al.
2012; Dubois et al. 2013) and modified-elevator-first (Lee and Choi 2013) in
Noxim. The TSV positions, generated from the proposed methodology, have been
provided to Noxim. To make such kind of facility into the Noxim, it has been
extended accordingly. The network throughput (Th.), average latency (Lat.(cycle)),
and average packet energy for the benchmarks, by running the simulation for
200,000 clock cycles, have been noted in Table 5.6. It may be observed that the
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proposed approach of intelligent TSV placement and mapping produces results
close to that for the situation with 100% TSVs.

4 Conclusion

This chapter presents techniques for designing 3D-mesh-based NoC systems using
single and multiple PSOs. The results produced by single PSO onto mesh are
not inspiring. In some cases, the results are not better than our proposed con-
structive mapping technique. The mapping technique using enriched PSO, that
is, augmentations involving multiple PSO, and deterministic initial population,
shows reasonable improvement in communication cost while considering the static
operation of the system. There is also improvement in dynamic performance and
energy consumption of the solutions produced by this strategy, compared to the best
ones previously reported as well as our proposed techniques in preceding chapters.
It can be noted from the simulation results that, this mapping strategy shows better
improvement for the NoCs having a higher number of tasks.

Algorithms which minimize communication cost of the mapping may not
consider the thermal effects, resulting in hotspot and high peak temperature. As the
NoC consists of different cores, each having its own power profile, area, frequency
of operation, etc., it may result in non-uniform heating of the chip. This, in turn,
may result in delay variation across the chip. Excessive heating may cause the
creation of thermal hotspots. Thus, placement of tasks should be guided not only by
their communication requirements but also by their temperature profile. The next
chapter focuses on a thermal-aware application mapping strategy to reduce the peak
temperature of the die, sacrificing a little communication cost.
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Chapter 6
Thermal-Aware Application Mapping
Strategy for Designing a 2D NoC-Based
Multi-Core Systems

In previous chapters, we have seen a number of application mapping algorithms
together with TSV placement to minimize communication cost and energy con-
sumption of NoC-based systems. However, algorithms which minimize commu-
nication cost (network latency) of the mapping may not consider thermal effects,
resulting in hotspots and high peak temperatures, which in turn decrease the
performance of systems, lifetime, reliability and leakage power dissipation. It may
also create a very high-temperature variance within the chip, resulting in uneven
delays across the chip. The overall problem addressed in this chapter can be stated
as follows:

Given the properties of an application (in terms of its task graph) and NoC
architecture (in terms of topology graph), an optimum association between tasks
and cores has to be determined such that the weighted communication cost (BW ×
hop-count) and the peak temperature of the die are minimized under a given routing
technique.

The inputs to the problem are as follows:

• A task graph G representing the application.
• A topology graph T corresponding to the 2D NoC.
• Power profile of each task, when assigned to a core.
• Power consumption for each router (ri) and link (lk).
• A floorplan for the NoC, represented as F .

In this work, it has been assumed that the application will be mapped onto a
homogeneous-tile oriented regular 2D mesh-based NoC. A core and its correspond-
ing router together form a tile. It is also assumed that each task has an associated
power profile which is the peak power consumed by the task when assigned to a tile.

A PSO-based thermal-aware mapping strategy for 2D NoC has been developed
to minimize both communication cost and (peak) temperature of the die for a
given application. Furthermore, to check the optimality of the proposed PSO-based

© Springer Nature Switzerland AG 2020
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approach, an exact method has been developed using ILP technique. We have also
compared the proposed work with the other contemporary techniques available in
the literature.

1 Temperature Calculation

The temperature of a tile/IP-block depends on its power consumption and its
position in the floorplan. Typically, circuits are packaged with a configuration such
that the die can be put against the heat spreader. Such a model has been presented
in Fig. 6.1. Here, the spreader can be placed against the heat sink which can be
cooled by a fan. Considering such configuration, HotSpot (Skadron et al. 2003), an
efficient thermal modeling tool has been developed to measure the thermal effect
at IP-block level. The simple compact model calculates the temperature of each
IP-block by considering the heat dissipation within the block and also the effect of
heat transfer among the IP-blocks, based on the RC model. The RC model considers
three verticals conductive layers for the die, heat spreader and heat sink. It also takes
care of the fourth vertical convective layer for the sink-to-air interface. Moreover,
it takes into account the heat flow path from the four sides (e.g., north, south, east
and west) of spreader, inner and outer portions of the heat sink. Thus, along with the

Block 2

Block 3

Ambient
Temperature

Die

Heat Spreader
H

ea
t s

in
kBlock 1

Fig. 6.1 Hotspot (Skadron et al. 2003) model with three layers: die, heat spreader and heat sink
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tiles in the floorplan, extra 12 nodes have been considered. Now, the fundamental
idea is that the thermal resistance Rth

i,j of the IP-block IPi with respect to IPj can
be defined as

Rth
i,j = ΔTi,j /ΔPj (6.1)

where ΔTi,j represents increment in temperature in IPi due to unit power dissipated
at IPj and ΔPj is the unit power dissipation at IPj . The total number of node in
the floorplan is denoted by q. Therefore, thermal resistance matrix can be defined as

Rth =

⎛
⎜⎜⎜⎜⎝

Rth
1,1 Rth

1,2 · · · Rth
1,q

Rth
2,1 Rth

2,2 · · · Rth
2,q

...
...

. . .
...

Rth
q,1 Rth

q,2 . . . Rth
q,q

⎞
⎟⎟⎟⎟⎠ (6.2)

For a given set of power values of individual tiles in NoC, the temperature of each
tile can be computed as

⎛
⎜⎜⎜⎝

T1

T2
...

Tq

⎞
⎟⎟⎟⎠ =

⎛
⎜⎜⎜⎜⎝

Rth
1,1 Rth

1,2 . . . Rth
1,q

Rth
2,1 Rth

2,2 . . . Rth
2,q

...
...

. . .
...

Rth
q,1 Rth

q,2 . . . Rth
q,q

⎞
⎟⎟⎟⎟⎠ ×

⎛
⎜⎜⎜⎝

P1

P2
...

Pq

⎞
⎟⎟⎟⎠ (6.3)

where Pi and Ti denotes the power and temperature values for the ith IP-block,
IPi . Thermal resistance matrix can be obtained from HotSpot tool for a particular
floorplan. The peak temperature of the die can be calculated as

Tpeak = max{T1, T2, . . . , Tq} (6.4)

In this work, we have extracted such thermal resistance matrix using the tool,
HotSpot, for a given floorplan of an application.

2 ILP Formulation for Thermal-Aware Mapping

An ILP formulation for thermal-aware application mapping problem has been
presented in this section. Parameters and variables used for such ILP formulation
have been described here. The objective function and constraints have also been
described in this section. The parameters and variables used in the ILP formulation
are noted in Table 6.1.
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Table 6.1 Variables used in ILP formulation

Variables Definitions

m
μs
ci

= 1, if ith task ci is mapped to sth core/tile μs

= 0, otherwise

P
μsμt

l = 1, if communication path exists between tiles μs and μt for a mapped edge l of
the task graph

= 0, otherwise

Dμsμt Pre-computed Manhattan distance (MDist) between tiles μs and μt

Bwl Bandwidth requirement of the edge l of the task graph.

Rth
i,j Thermal resistance value of ith row and j th column of the thermal resistance

matrix.

n Total number of tiles in the NoC.

NT Set of tiles in the NoC.

q Total number of units in the floorplan (i.e., 4 × n + 12; Skadron et al. 2003)

T U Set of units in the floorplan.

Pq×1 Pre-computed power value for each units in the floorplan.

Tpeak Peak temperature of the die.

2.1 Objective Function

The objective of this work is to minimize the weighted sum of communication cost
and peak temperature of the die. The objective function can be expressed as

Minimize : W ×
[∑

∀lεE BWl ×
(∑

∀(μs ,μt )εU
Dμsμt × P

μsμt

l

)]
β

+ (1 − W) × Tpeak

γ
(6.5)

where, E and U represent the set of all edges and tiles respectively. As the
communication cost and temperature have different units, normalization of these
two metrics is approximated by assuming a worst-case scenario. More precisely,
β is set to

∑
∀lεE(BWl × 2n) for an n × n NoC, where 2n is the diameter of the

NoC. Parameter γ is fixed to peak temperature of mapping obtained by sorting the
tasks in decreasing order of power values and mapping consecutive cores in this list
at close proximity. W is a weight factor (between 0 and 1) meant to balance the
communication cost and peak temperature of the die. When W = 0, it minimizes
the die temperature, and when W = 1, it considers only communication cost
minimization.
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2.2 Constraints

The following set of constraints have been framed to solve the thermal-aware
application mapping problem:

1. Mapping constraints

∀ciεC,
∑
μsεU

mμs
ci

= 1 (6.6)

∀μsεU,
∑
ciεC

mμs
ci

≤ 1 (6.7)

In this work, it has been considered that any task is associated with single tile.
Expression (6.6) ensures this condition. However, it has also been considered that
each tile can be associated with at most one core. To guarantee this condition,
inequality (6.7) has been introduced.

2. Path constraint for communication
Each edge (l) in task graph, i.e., two communicating tasks such as ci and cj , must
be mapped onto two different tiles and a communication path (P μsμt

l ) between
those two tiles (μsμt ) must be created based on the routing algorithm. It can be
ensured by the following constraint:

∀lεE,∀(μs, μt )εU, P
μsμt

l =
{

1, if (m
μs
ci

= 1) and (m
μt
cj

= 1)

0, Otherwise
(6.8)

Moreover, constraints (a) and (b) have been imposed for an ILP formulation of
the above constraint.

(a) ∀lεE, ∀(μs, μt )ε U [P μsμt

l ≥ m
μs
ci

+m
μt
cj

- 1 ], where ci and cj are the source
and destination tasks for the lth edge respectively which are associated with
cores μs and μt respectively.

(b) ∀lεE, ∀(μs, μt )ε U [P μsμt

l ≤ (m
μs
ci

+ m
μt
cj

) ÷ 2], where ci is source of lth
edge and it is mapped to tile μs and cj is destination of lth edge and its
mapped to tile μt .

3. Constraint to order the power value according to mapping

∀iεT U, Pi×1 =
{∑n

j=1 Kj × m
ri
cj

, if i ≤ n

Ki, Otherwise
(6.9)

where, power consumed by the ith unit in the floorplan is denoted as Pi .
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According to the mapping, the association between tasks and tiles can be
changed which in turn changes the order of power values in power matrix, P .
The above constraint guarantees that ordering.

4. Temperature constraint
The temperature of individual IP-blocks in the floorplan can be calculated as the
product of the power consumption of that block and the corresponding thermal
resistance. Moreover, the peak temperature (Tpeak) of the die can be found using
the following constraint.

∀iεNT , Tpeak ≥
q∑

j=1

rij × Pj (6.10)

The above formulated ILP has been solved using CPLEX (Cplex 2013) to get the
optimum solution. In the following, a Particle Swarm Optimization (PSO) based
technique has been proposed including several augmentations to find the solution
for the bigger size of NoC-based systems.

3 PSO Formulation for Thermal-Aware Mapping

In this work, the DPSO technique has been used similar to the last chapter. However,
the particle formulation and fitness calculation have been modified according to
the problem. The initial particle generation process of PSO technique includes
a thermal-aware and a communication-aware mapping strategy to generate some
intelligent particles.

3.1 Particle Formulation and Fitness Calculation

3.1.1 Particle Structure

A particle for the thermal-aware mapping problem corresponds to an association
between tasks and tiles. For instance, a mapping of 9 cores on to 3 × 3 router grid is
shown in Fig. 6.2a. Here, r and c denote the tiles and tasks in the NoC, respectively.

In this work, it has been assumed that tiles are arranged in row-wise manner
and numbers are assigned from top left to bottom right corner in a 2D layout in an
increasing order. So, a particle can efficiently be represented as 1D-array, in which
indices represent the tile number and the value within the cell represents the task
associated with the tile. A particle is a permutation of task numbers, identifying
task associated with the tiles in the NoC topology. Figure 6.2b presents the particle
structure corresponding to the NoC mapping in Fig. 6.2a. The fitness of each particle
is evaluated using expression (6.11), which is the sum of weighted communication
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Fig. 6.2 (a) 3 × 3 NoC
topology. (b) Corresponding
particle structure

4 6 5 3 2 1 8 9 7
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C8 C7
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r4 r5 r6

r7 r8 r9
C9

(b)

  (a)

cost and peak temperature of the die which depends upon the position of cores in
the particle.

Fitness = W × CommCost

β
+ (1 − W) × Tpeak

γ
(6.11)

where weight is denoted by W . The CommCost , Tpeak , β and γ have been defined
earlier in Sect. 2.1.

The particles evolve based on the experience of their local best values and the
global best of the current generation. The local best of a particle is decided in a
similar way, as discussed in the last chapter. Similarly, the global best particle is
selected from the set of local best values.

3.2 Augmentation to the Basic PSO

This section describes the augmentations included in the basic PSO technique. It
incorporates all the techniques discussed in Chap. 5 together with the modified
initial population generation discussed next.

3.2.1 Initial Population Generation

To guide the exploration, a few particles have been generated using the following
strategies. These particles are tuned towards giving solutions with either better
communication cost or with reduced temperature.

(a) Communication-aware: To generate some particles which can perform well
in terms of communication cost, this work has used the deterministic initial
population generation strategy similar to Chap. 4. The technique can generate
a number of mapping candidates equal to the number of tiles in the NoC,
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quite fast. In this technique, a task sequence is generated by sorting the
communication edges in decreasing order. The first task, in such order, can be
mapped to any of the n tile positions of an NoC with n tiles while the remaining
tasks are to be mapped into close proximity based on outgoing edges of the
already mapped tasks.

(a) Thermal-aware: To improve the solution quality in terms of thermal behaviour,
a few particles in the initial generation have been created using a determin-
istic thermal-aware mapping technique, discussed here. Temperature of a tile
depends on its power consumption as well as its location in the floorplan. For
a NoC topology with n tiles, we include n deterministically created particles in
the initial population.

First, the tasks are sorted in decreasing order of their power consumption
values. This ordering of tasks is recorded in CPseq . Next, we generate n unique
sequences, n being the number of tasks in the application. Each sequence
starts with a different task. The sequence corresponding to the task, task_id is
stored in Mseq [task_id]. The first entry in this sequence is the task itself. The
next entry is the task having the maximum communication with task task_id.
Successive tasks are attached to the sequence, selected on the decreasing order
of their communication with the previously placed tasks in the sequence. The
process has been described in procedure Create_seqence.

procedure CREATE_SEQUENCE(G) � G: Application task graph
for each task taskid , in G do

Unmark all tasks in G

Mseq ← taskid

Mark taskid

while there are unmarked tasks in G do
Select unmarked task (say taskmax) having maximum
communication with marked tasks
Append taskmax to Mseq [taskid ]
Mark taskmax

end while
end for

end procedure

Now, a distance for ith sequence(Mseq [i]), gapi , is computed with respect
to CPseq as

gapi =
n∑

j=1

|position(Mseq [i], j) − position(CPseq, j)| (6.12)

where position(s, t) is index of t th task in sequence, s. Actually, gapi

quantifies the uniqueness of ith sequence, Mseq [i], with respect to sequence,
CPseq . The quantity increases as similarity decreases between two sequences.
The upper and lower bound of gap can be found, as if, both the sequences are
completely opposite to each other or same, respectively. However, both these
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sequences are unacceptable for mapping. A sequence with mix of high and low
power consuming tasks is expected to be beneficial for both communication cost
and temperature minimization. Such sequence has the average/almost average
gap value. The strategy has been explained in procedure Find_avg_sequence.

procedure FIND_AVG_SEQUENCE(CPseq,Mseq )
//CPseq : Task sequence in decreasing power consumption, Mseq : Set of task
order of sequences

Avg ← 0
for each sequence k in Mseq do

gapk ← 0
for each task, ci , in sequence Mseq [k] do

gapk ← gapk + |position(Mseq [k], ci) − position(CPseq, ci)|
end for
Avg ← Avg + (gapk/n)

end for
Let m be the sequence, such that, |Avg − gapm/n| is the minimum
return m

end procedure

After finding the average sequence, procedure, find_mapping is called to
obtain n different mappings by putting the first task in the sequence at find
each tile position. The find_mapping process works as follows.

It takes starting task and tile position to start the mapping. It maps the
first task (say, c1) to the provided tile position (say, μ1). Assume that c1 has
been mapped onto tile μ1 in the NoC topology. To map the next task from
the sequence Mseq [start_task], it finds the neighbouring (one-hop away) tiles
from μ1. Suppose, μ1 has neighbours μ2, μ3 and μ4. Since, all these tiles are
one-hop away from μ1, all are equally suitable for the mapping of next task (say
c2). In general, at any instance, a subset of tasks are already mapped onto the
tiles of the topology graph. Let, C′ and R′ be the set of already mapped tasks and
the set of corresponding tiles, respectively. The algorithm, now, selects the next
task from the sequence Mseq [start_task]. Let, the selected task be ci . Then, it
tries out mapping of ci to each tile location one-hop away from any tile in R′.
The communication cost is calculated for each individual mapping candidate,
considering the sub-graph consisting of tasks in the set C′ ⋃{ci}. If there is a
unique mapping candidate with minimum communication cost, it is accepted
for mapping of ci and the process continues with next selected task from the
sequence, Mseq [start_task], in a similar fashion. However, if several mapping
candidates of same cost exist for ci , suppose P = {p1, p2, . . . , pk} be the set
of k candidate positions. Among all these k positions, let, algorithm choose p1,
for the time being, to be the mapping of ci . It continues to map the remaining
tasks in same way as mentioned earlier. At this moment, the algorithm does
not distinguish between contending positions with minimum cost value. Rather,
it chooses the first such position and carries on with unmapped tasks. The
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predicted cost is calculated when all tasks in the task graph are mapped by
considering selected tile position p1 for ci . For other k − 1 positions, such as,
p2, p3, . . . , pk , costs are calculated in a similar way and task ci is associated
with the tile position with the minimum predicted cost. The process continues
by selecting the tasks from the same sequence.

procedure FIND_MAPPING(Rpos, Stask,G,R)
//G and R task and topology graphs, Rpos : Tile number in the R, Score: Task
to be mapped into tile Rpos

Map Stask to tile Rpos

Mark Stask as mapped
for next unmarked task, c, in sequence, Mseq [Stask] do

Compute cost for all one-hop mappings of c to unmapped tiles
Find tile locations with same minimum costs in Lr

for each location p in Lr do
Attach c with p

Map all unmapped tasks from Mseq [Stask] to any tile which are
one-hop away from the already mapped one with minimum cost.
Compute cost of the such mapping.
Map c to any location in Lr with minimum cost

end for
Identify the mapping with minimum cost

end for
return mapping with minimum cost

end procedure

3.3 PSO-Based Thermal-Aware Mapping Technique

The entire PSO engine has been described in Algorithm 6.1. In this algorithm, each
Particle represents a configuration identifying the mapping of tasks to the tiles
of NoC topology. Such configuration represents a position in the solution space.
The algorithm generates few intelligent and remaining random particles, making a
total of NPart number of particles in the initial generation of PSO (line 10). The
few intelligent configurations—communication and thermal-aware are generated by
using the strategy, described earlier. The local best of each particle is set to itself.
The global best particle is set to be the best configuration found in the local best
configuration set (line 21). Each configuration is judged based on expression (6.11).
Here, NPart is the number of particles while MGEN is the maximum number of
generations. The number of PSO runs is represented by MPSO.

After generating the initial configurations and finding the global best configura-
tion at first generation, the particles are evolved using UpdatePart(). Each particle
evolves by sharing the experience of its local as well as global best of the generation
with a random probability. The swap sequences are generated based on the particle,
local and global best configurations (as discussed in the last chapter). New particle
or configuration is generated by applying those swap sequences onto the particle
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Algorithm 6.1 PSO-based thermal-aware mapping
Input: Task graph C, Topology graph T , Floorplan of the NoC and Resistance matrix, Power

profile of the tasks, router and links
Output: Mapping of C to T

1: Set MGEN, MPSO and NPart
2: Set W

3: BestFitness← ∞
4: for m from 0 to MPSO do
5: IM←true
6: BeforeIMBestFitness← ∞
7: while IM = true do
8: gen ← 0
9: while gen < MGEN and IM = true do

10: for p from 0 to NPart do
11: if gen = 0 and m = 0 then//Initialization
12: Particlep ← {ThermIntelligent(), CommIntelligent(), Random()}

13: Particle
pbest
p ← Particlep

14: else//Update particle
15: UpdatePart(Particlep ,Particle

pbest
p , Particlegbest , ProbRandompbest ,

ProbRandomgbest )
16: Compute fitness of Particlep using expression (6.11)

17: UpdateLBest(Particle
pbest
p , Particlep)

18: end if
19: end for
20: Compute global best particle Particlegbest from the set of particles Particlepbest

21: Update the BestF itness as global best as per the requirement and reset the
gen counter

22: if BeforeIMBestFitness = BestFitness then
23: IM←false
24: end if
25: gen ← gen + 1
26: end while

27: if IM = true then
28: BeforeIMBestFitness← BestFitness
29: Perform Inverse Mutation (IM) at random position of each particle of the last

generation
30: end if
31: end while
32: for p from 0 to NPart do
33: Particlep ← {Random()}

34: CopyLbest(Particle
pbest
p )

35: end for
36: end for
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with a random probability. Furthermore, the local best of each particle gets changed
by comparing the fitness between its current lbest and the new particle (line
17). After each generation, the PSO engine checks the BestF itness value. If the
best fitness does not improve, PSO keeps count of the generations. The inversion
mutation (IM) (line 29) can be applied onto each particle, if generation count reaches
up to MGEN and IM is true. Furthermore, the PSO engine can create new particles
by assigning random configurations, whereas, local best values are passed from the
earlier PSO run when the generation count reaches to its maximum value and IM is
false (line 32 to 35). The PSO engine stops when multiple PSO count reaches to a
maximum value (MPSO).

4 Experimental Results and Analysis

This section presents our experimental results on different NoC benchmarks and
compare these with ILP and other existing techniques for a number of NoC
benchmark applications. The simulation environment is same as that in Sect. 5.
The proposed scheme also has been evaluated, using highly scalable benchmarks,
such as Big data and Graph analytical workloads (see Sect. 4.7). In this work, a
fixed ambient temperature of 45 ◦C has been assumed (Mahajan 2002). The power
consumption for NoC components, such as routers and links, has been calculated
using Orion (Kahng et al. 2012), and the core power values by using McPAT
(Li et al. 2013) for the Alpha 21,264 cores, with 45 nm technology node. For the
simulation of the present work, a 2D mesh-based NoC with grid size of 1 mm and
45 nm technology node, has been considered as in Zhu et al. (2015). The power
consumption of NoC components, as also that of the core, forms the tile power. The
applications have been mapped onto a 2D mesh-based-NoC with mesh sizes shown
in Table 6.2. The results are organized as follows. First, to check the efficiency
of PSO formulation, the results have been compared with those of the ILP-based
approach for different weight factors, W . The results corresponding to different
augmentations to the basic PSO have been noted next. This has been followed by
comparing the dynamic performances and energy consumptions of the solutions.

4.1 Comparison Across Mapping Techniques

For checking the quality of the proposed PSO approach for thermal-aware mapping,
the results of PSO are compared with those of ILP, TAPP (Zhu et al. 2015) and
CoolMap (Moazzen et al. 2012) (see Table 6.3). The results show that the solution
obtained by PSO for applications PIP, MPEG4 and VOPD is the same as the one
reported for ILP. However, for other applications, ILP either could not start or get
terminated due to the creation of numerous constraints. Actually, the number of
variables needed in ILP formulation, as mentioned in Sect. 1, is proportional to the
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Table 6.2 Benchmark
applications and their mesh
sizes

NoCs No. of Cores 2D Mesh

PIP 8 4 × 2

263ENC-MP3DEC 12 3 × 4

MWD 12 3 × 4

MPEG-4 12 3 × 4

VOPD 16 4 × 4

DVOPD 32 4 × 8
G17 64 8 × 8

G18 64 8 × 8

G19 64 8 × 8

G20 64 8 × 8

G21 64 8 × 8

G22 64 8 × 8

G28 128 8 × 16

G29 128 8 × 16

G30 128 8 × 16

square of the product of the number of threads in the task graph and the number
of cores in the topology graph. Table 6.3 also shows the CPU time taken by each
mapping method. In CoolMap, the weight factor, W , has not been considered, as
it only provides the result for W = 0, i.e., thermal-aware mapping. PSO could
produce satisfactory results within reasonable time. A commercial ILP solver,
CPLEX (Cplex 2013), has been used to solve the formulated ILP. Both ILP and PSO
have been implemented on a Dell PowerEdge T410 system with 8 cores (Intel Xeon
processor, E5606@2.12 GHz), 64 GB RAM. The capacity of the PSO to achieve the
optimal results, found from ILP, corroborates the quality of the PSO.

4.2 Effect of Inversion Mutation (IM) and Randomness on the
Augmentation of Basic PSO

The effect of incorporating IM and SMIT random number generator into the basic
PSO, on PSO’s augmentation, is discussed in this section. The results corresponding
to this incorporation are shown in Table 6.4 for applications G28 and G29. The
second column of the table shows the results of the basic PSO without any
augmentation, while the third and fourth columns show the results of incorporating
inverse mutation and SIMT into this basic PSO. It can be seen from the table
that better results have been achieved after incorporating the IM and the SIMT
random number generator. The results reported here are for W = 1, that is,
communication-aware mapping. This establishes the suitability of the augmentation
strategies proposed here for improving the solution quality.
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Table 6.4 Comparison of different augmentation techniques, in terms of communication cost

NoCs Basic PSO Basic PSO with IM only Basic PSO with SIMT only

G28 574,527.63 54,888.44 569,070.06

G29 435,423.03 413,501.22 414,277.16

4.3 Comparison with Other Methods

This section compares the experimental results of the proposed approach with those
of several recent approaches reported in the literature (see Table 6.5). The columns
marked as ‘Single PSO’ and ‘Multiple PSO’ correspond to the cases in which PSO
has been run only once, or several times, as mentioned in Sect. 3.2. Furthermore, the
column ‘Random initial population’, under ‘single PSO’, represents the situation in
which the augmentations suggested in Sect. 3.2 have not been incorporated. On the
other hand, the columns marked as ‘Augmentation’ correspond to the results relating
to all the augmentations used. From Table 6.5, it can be observed that the proposed
augmented multi-PSO-based approach performs better than other contemporary
thermal-aware approaches reported in the literature when W = 0. The methods have
been ranked, based on their temperature profile only, because only temperature has
been optimized in this experiment. Multiple PSO results have been taken as unity.
The temperature profile generated by CoolMap and TAPP are, on the average, 15%
and 11% away, respectively, from the proposed method.

The CPU times for the state-of-the-art methods and the proposed strategy are
shown in Table 6.6. It can be seen from this table that the proposed method, in
comparison to the non-PSO-based methods, requires a little longer CPU time. More
precisely, considering the ‘CoolMap’ timing results as unity, the proposed approach
and ‘TAPP’ method require, on the average, about 65% and 25% more CPU time.
However, the proposed approach produced better quality solutions than those of all
other state-of-the-art techniques: ‘CoolMap’ and ‘TAPP’.

4.4 Dynamic Performance Comparison

For better comparison with the thermal-aware mapping solutions, the resulting
NoCs have been simulated, using Noxim (Vincenzo et al. 2016), a cycle-accurate
simulator. Here, the cores send messages by following the traffic pattern in
accordance with the edge weights of the task graph. However, as mentioned in Sahu
et al. (2014b), the time distribution of the messages follows self-similar nature. Each
core generates traffic in a self-similar fashion by aggregating a large number of ON-
OFF message sources following Pareto distribution with Hurst parameter, H = 0.75
and Shape parameters αON = 1.5 and αOFF = 1.17 (Sahu et al. 2014b). The
configuration of the Noxim simulator has been presented in Table 6.8. Any NoC
design is expected to have high throughput, while the average latency is expected to
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Table 6.6 Comparison of CPU time

Methods

MPSO CoolMap (Moazzen et al. 2012) TAPP (Zhu et al. 2015)

NoCs CPU time in s

G17 10.29 7.12 8.75

G18 22.13 10.56 15.23

G19 27.19 11.21 17.65

G20 23.22 12.29 16.85

G21 15.32 8.23 10.19

G22 17.23 10.34 12.11

G28 792.11 413.23 502.51

G29 864.40 553.12 732.12

G30 670.14 450.32 523.12

Rank 1.65 1.00 1.25

be low (Feero and Pande 2009). The throughput and latency values have respectively
been marked as ‘Th.’ and ‘Lat.’ in Table 6.7. Considering these values as unity for
CoolMap (Moazzen et al. 2012), the throughput of the proposed approach increases
by 34.02% and the latency reduces by 11.13%. The corresponding figures for TAPP
(Zhu et al. 2015) are 17.94% and 7.19%, respectively (Table 6.8).

4.5 Trading-Off Peak Temperature and Communication Cost

To increase system safety, a trade-off is established between NoC temperature and
communication cost, using expression (6.11). The weight factor, W , has been varied
from 0 to 1. When W = 0, the expression considers only the NoC temperature for
optimization, and when W = 1, only the communication cost. In this experiment,
the varied W values are 0, 0.2, 0.5, 0.8 and 1. The expression has been used as a
cost function in the proposed augmented multi-PSO (AMPSO) strategy.

Figures 6.3 and 6.4 show the trade-offs between communication cost and peak
temperature for applications VOPD and G29, respectively. The values corresponding
to peak temperature and communication cost have been marked in the figures,
respectively, as ‘PSO-Temp’ and ‘PSO-CC’. These trade-off values are compared
with those of TAPP (Zhu et al. 2015). The values corresponding to communication
cost and peak temperature of TAPP have been marked in the figures, respectively
as ‘TAPP-CC’ and ‘TAPP-Temp’. From the figures it can be seen that the proposed
AMPSO method explores better trade-off than that of TAPP (Zhu et al. 2015). The
trend has been found to be the same for other application too. The designer can thus
have the liberty to choose the solution that suits the requirement.
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Table 6.8 Noxim settings Parameters Values

Buffer depth 6

Minimum and
maximum packet size

64 flits (32 bits per flit)

Routing Dimension ordered (xy)

Selection logic Random

Warmup time 10,000 clk cycles

Simulation time 200,000 clk cycles

Traffic Table based
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Fig. 6.3 Trade-off between peak temperature and communication cost of application VOPD
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Fig. 6.4 Trade-off between peak temperature and communication cost of application G29
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4.6 Imposing Thermal Safety

In this experiment, the PSO formulation has been so modified that, by taking
peak temperature as a constraint, it finds out the mapping solution that is most
suitable to the temperature budget. If the PSO fails in finding a suitable solution,
then it provides the best thermal performing solution. Table 6.9 presents the given
temperature constraints (Tconst ), communication costs (CC) and the achievable peak
temperatures (Tpeak). Relaxing the constraint on peak temperature could lead to
better solutions (in terms of communication cost) and vice versa.

4.7 Experimentation with Big Data and Graph Analytical
Workloads

In this experiment, the proposed strategy has been evaluated for highly scal-
able benchmarks, PARSEC (Bienia et al. 2008). For Big data application, in
PARSEC, two inputs—small and large—are considered here to understand how
workload behaviour varies with the size of input data. The PARSEC benchmark
suit defines a number of input set size, here, the authors consider <simsmall>
and <simlarge>, whereas for application with Graph analytical workload, multi-
threaded Breadth First Search (BFS) (Bader and Madduri 2006) has been chosen,
with input graphs Kronecker (Kron) and Uniform from GAP benchmarks (Beamer
et al. 2015). They behave as Graph 500 benchmarks (gra 2018). Table 6.10 shows the
benchmarks and inputs used for the experiments. Traces have been collected from
real application, using the full execution-driven simulator SIMICS (Magnusson

Table 6.9 Communication costs and peak temperature for given temperature constraints

Benchmarks

VOPD DVOPD G19

Tconst CC, Tpeak Tconst CC, Tpeak Tconst CC, Tpeak

87 3612, 85.35 85 9427, 83.25 87 14,618.34, 86.38

85 4888, 84.07 82 10,486, 82.10 85 20,342.73, 84.43

82 4899, 78.07 85 10,510, 84.10 85 20,207.73, 83.43

Table 6.10 Benchmarks
considered along with input
sizes

Input size

Benchmarks Simsmall Simlarge

Blackscholes 4096 options 65,536 options

Dedup 10 MB 184 MB

Ferret 16 queries 256 queries

Raytrace 480 × 270 pixels 1920 × 1080 pixels
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Table 6.11 Cache and core
parameters used for PARSEC
and GAP application suit
simulation

Parameter Value

L1/L2 coherence MOESI

L2 cache size/assoc 4 MB/16-way

L2 cache line size 64

L2 access latency (cycles) 4

L1 cache size/assoc 64 MB/4-way

L1 cache line size 64

L1 access latency (cycles) 2

Core frequency (GHz) 5

Threads (core) 1

Issue policy In-order

Memory size (GB) 4

Memory controllers 16

Memory latency (cycle) 160

Directory latency (cycle) 80

et al. 2002), with the memory packages GEMS (Martin et al. 2005) enabled for
64 cores. The performance on PARSEC workloads has been evaluated. Table 6.11
shows the core and cache parameters used for PARSEC workloads. After collecting
the traces, thread-level analysis has been done to capture the communication
behaviour. Next, thermal-aware mapping techniques have been performed and the
performance measured, in terms of throughput and latency, using Noxim simulator.
Table 6.12 compares the performances on PARSEC and GAP benchmarks with
different workloads. For larger input or graph size, the performance has been
found to degrade, due to more access in the memory unit than the other units,
which results, in creating more temperature in the core. The thermal-aware mapping
technique attempts to place high-temperature cores far away, and this degrades the
performance in comparison to that of smaller input sizes. The proposed PSO-based
technique (when W = 0) outperforms ‘TAPP’ and ‘CoolMap’, because it explores
the solution space rigorously, using several augmentation techniques.

5 Conclusion

This chapter presents a technique to design of 2D mesh-based NoC, ensuring
thermal safety, using single PSO and multiple PSO. The results produced by using
single PSO onto mesh are not that good. However, the enriched PSO, having several
augmentations including multiple PSO with deterministic initial population, shows
reasonable improvement in communication cost and temperature while considering
static operation of the system. To check the optimality of the solution, an ILP-based
solution has also been proposed. The dynamic performance of solution produced
by PSO also shows the improvement compared to the previously reported works
in the literature. It can be noted from the simulation results that, this mapping
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Table 6.12 Performance measurement of PARSEC and GAP benchmarks with small and large
input size

Benchmarks Input size

Small Large

PARSEC Parameters PSO TAPP CoolMap PSO TAPP CoolMap

Black Th. 0.68 0.61 0.53 0.56 0.52 0.49

scholes Lat. 83,142 85,431 87,219 89,321 91,538 93,418

Dedup Th. 0.72 0.65 0.61 0.65 0.61 0.59

Lat. 84,334 86,298 87,943 92,407 94,123 95,241

Ferret Th. 0.74 0.68 0.64 0.64 0.62 0.59

Lat. 89,552 91,382 93,531 91,373 92,938 94,172

Raytrace Th. 0.69 0.66 0.62 0.61 0.58 0.56

Lat. 86,354 88,210 89,213 88,393 89,378 90,127

Benchmarks Graph size

Small Large

GAP Parameters PSO TAPP CoolMap PSO TAPP CoolMap

Kron Th. 0.67 0.63 0.61 0.60 0.58 0.56

Lat. 83,292 85,721 86,519 92,142 94,216 95,312

Uniform Th. 0.70 0.67 0.66 0.62 0.60 0.57

Lat. 85,685 86,218 87,361 89,094 92,567 94,108

strategy shows better improvement for the NoCs having higher number of cores.
A trade-off has also been established between the communication cost and the peak
temperature, so that the designer can choose the potential solution.

Thermal heating problem is more severe in 3D NoC compared to 2D. In 3D
systems, some layers are far away from heat sink. Thus, removing the hotspots
from layers is a more challenging task. The next chapter discusses such issues and
proposes a few solutions.
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Chapter 7
Thermal-aware Design Strategies for the
3D NoC-based Multi-Core Systems

To enhance the performance of 3D NoC-based systems, we have proposed design
techniques for 3D NoC-based systems, in Chaps. 3–5. However, thermal issues have
become critical roadblocks in achieving highly reliable 3D systems. In the last
chapter, we have presented a solution to such problem for 2D NoC-based systems
using thermal-aware application mapping strategy. The thermal problem becomes
more severe in 3D NoC-based systems compared to 2D NoC, due to the increased
power density and lower thermal conductivity of inter-tier dielectrics. Furthermore,
in 3D systems, the heat sink is far away from some of the layers. Excessive high
temperature can significantly degrade the interconnect and device reliability which
may, in turn, cause functional and timing faults, reduce the mean time to failure
and speed up the ageing process in 3D systems. Another concern introduced by
technology scaling is the increased leakage power dissipation. Higher temperature
results in increased leakage power dissipation, due to its exponential dependency
on temperature. Increased leakage power leads to higher total power consumption,
which in turn generates more heat and creates a vicious cycle. Thus, the excessively
high temperature has to be controlled by an upper bound provided by a designer.

The overall problem can be stated as follows:

Given the properties of an application (in terms of its task graph), a limited number
of TSVs with a distance among the TSVs and a peak temperature, an optimum
association between tasks and cores as well as placement of the limited number
of TSVs has to be determined such that the weighted communication cost (BW ×
hop-count) is minimized.

The inputs to the problem are as follows:

• A task graph G which represents the application.
• A topology graph T which corresponds to the 3D NoC.
• Power profile of each task when assigned to a core.

© Springer Nature Switzerland AG 2020
K. Manna, J. Mathew, Design and Test Strategies for 2D/3D Integration for
NoC-based Multicore Architectures, https://doi.org/10.1007/978-3-030-31310-4_7

111

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-31310-4_7&domain=pdf
https://doi.org/10.1007/978-3-030-31310-4_7


www.manaraa.com

112 7 Thermal-aware Design Strategies for the 3D NoC-based Multi-Core Systems

• Power consumption each router and link.
• A floorplan for the NoC, represented as F .
• A peak temperature of the system.

1 Proposed Techniques

In this work, it has been assumed that the application will be mapped onto a
homogeneous-tile oriented partially connected 3D-mesh-based NoC. A core and
its corresponding router together form a tile. The first two constraints in the above
mentioned problem have been addressed in Chaps. 3–5. The third constraint, that
is, thermal issue has been addressed in this chapter. The chapter proposes two
solutions for the problem. First, a classical application mapping approach has been
used to solve the thermal safety problem of 3D NoC. Here, the application mapping
procedure distributes the tasks in such a way that the peak temperature of the entire
system is reduced. High power consuming tasks are placed nearer to the heat sink,
compared to the low power consuming ones, in the successive layers of the 3D
system. A judicious mixing of tasks can even out the temperature with nominal
degradation in system performance. The other potential alternative for this problem
is the temperature-aware physical design with the placement of vertical through
vias. The vertical through vias are effective thermal conductors, one effective heat
removal approach in 3D IC. It can remove the heat from stacked silicon layers to
the heat-sink that is often on top of the stack. Such vias are called thermal vias.
In this design approach, thermal vias are placed into a given extra space in the die
without disturbing the performance of the system. However, the congestion problem
in routing gets increased due to the insertion of thermal vias. Proper distribution of
these thermal vias can be utilized to reduce the same. The salient features of the
approaches are as follows:

1. A PSO-based application mapping solution has been proposed to take care of the
thermal constraint with a given tolerance on communication cost.

2. The thermal vias have been properly distributed in the given space on the die
using a PSO-based strategy, to take care of peak temperature of the die.

2 Temperature Calculation

In Chap. 6, the temperature of tiles in a chip has been calculated by multiplying
the thermal resistance of each tile in the chip with their corresponding consumed
power values. Then, the peak temperature of the tile is calculated. In this work, the
thermal resistance of each layer has been extracted from the tool HotSpot (Skadron
et al. 2003), similar to the strategy discussed in Chap. 6. Thereafter, the temperature
of the entire system has been calculated using a multi-grid method. Thus, the peak
temperature is measured using expression (7.1).
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Tpeak = max
{

max
{
T 1

1 , T 1
2 , . . . , T 1

q

}
, . . . , max

{
T m

1 , T m
2 , . . . , T m

q

}}
(7.1)

where, T
j
i denotes the temperature of ith unit in j th layer of the 3D chip.

In order to model temperature effect of thermal vias in a 3D chip, this work
used extended HotSpot tool (Meng et al. 2012). Such a tool allows users to specify
the resistivity and capacitance for any unit in the chip. In this work, the thermal
resistance of each layer has been extracted using the extended-HotSpot tool. Next,
thermal resistance and capacitance values have been changed according to the
requirement of thermal vias in the unit of the chip.

3 Thermal-Aware 3D Application Mapping

A judicious mix of tasks depending upon their consumed power may lead to
a better thermal scenario. It can be achieved with a nominal sacrifice in the
communication cost. The sacrifice is due to the placement of highly communicating
tasks away to achieve better thermal behaviour. A tolerance limit is provided on the
communication cost. In this approach, at first, all tasks of an application are mapped
onto the system without considering the thermal constraint. Such cost is called the
best communication cost of the application. Then, a certain percentage of sacrifice
is provided to the best communication cost to achieve better thermal profile for the
system. This section describes the corresponding PSO-based approach.

3.1 PSO Formulation

PSO-based evolutionary strategy has been developed in 1995 (Kennedy and Eber-
hart 1995). It is a population-based stochastic search and optimization technique,
each particle represents a potential solution. Evolution of particles over a generation
is guided by both the self and the swarm intelligence.

(a) Particle formulation and fitness calculation: The individual particles of the
formulated PSO consists of two parts (shown in Fig. 7.1)—task part and TSV
part. The task part corresponds to the mapping part. It is a permutation of task
numbers. However, TSV part represents the vertical connection of the routers
in the NoC. Routers are numbered in increasing order from the lowest to the
highest tier. In each tier, router numbers are assigned in a row-wise manner,
starting from the top-left up to the bottom-right corner. Such a configuration has
been shown in Fig. 7.1a. The corresponding particle has been shown in Fig. 7.1b.
Here, task 16 gets mapped to core1, task 13 to core 2, and so on.

In this work, it has been assumed that routers at same locations are of the
same type in each tier. Such an assumption is justified as TSV geometry will not
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Fig. 7.1 Particle structure for thermal problem

allow two neighbouring routers in any layer to have TSV connections. Thus, it
is better to put 3D routers at the same positions in each layer. The TSV part of
the particle has been made as a bit-array of size equal to the number of routers at
tier l. The bit being ‘1’ indicates that the corresponding router in each layer has
a vertical connection. Whereas, a ‘0’ means that there is no vertical connection
in the router. However, TSV constraints, like x% routers, in each layer can have
TSVs and t-hops distance has to be maintained among the neighbouring routers
with TSVs are maintained while placing the TSVs. Figure 7.1b shows the entire
particle. During the implementation of PSO, the particle has been considered as
a single dimensional array with appropriate care of the values contained in each
cell.

In this approach a particle is measured by two quantities: communication
cost (CC) and thermal cost. These two quantities jointly decide the quality of
the particle. The communication cost is measured by expression (7.2), whereas
the thermal cost is calculated using expression (7.1).

CC =
∑

i

∑
j

(
BW(ci, cj ) × Dist (ui, uj )

)
(7.2)

where, BW(ci, cj ) denotes the bandwidth requirement between tasks ci and cj .
Dist(ui, uj ) is the hop count in a shortest path between cores ui and uj , to which
the tasks ci and cj have been mapped.

(b) Local and global bests: Each particle is associated with a local best which is a
configuration with minimum communication cost and peak temperature among
all configurations that particle has seen so far in the evolution process. In this
proposed PSO-based approach, the communication cost of each local best is
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within the tolerance limit of the best communication cost. More precisely, we
have given more preference in communication cost compared to temperature.
That is, if two particles satisfy the given constraint, the particle with less
communication cost will be chosen as the local best. The particle with the
minimum peak temperature from the set of local best is declared as the global
best.

(c) Evolution of generation: The initial population of particles is generated
randomly and the corresponding fitness values are computed. Next, the global
best particle is identified. Initially, the local best for each particle is set to the
particle itself. The particles are evolve using a swap operation.

• Swap operator: In swap operation two indices, say i and j , of the particle p

are taken as input and a new particle p1 gets created. Both particles, p and
p1, are same excepting that the positions i and j of p are exchanged in p1.
Care has been taken to disallow swapping between core part and TSV part
of a particle.

Let p be a particle as shown in Fig. 7.2a. The swap operator SO(3,5)
exchanges the values at positions 3 and 5 in p to generate a new particle,
as shown in Fig. 5.2b.

• Swap sequence: Set of swap operators create the swap sequence. For
example, a swap sequence SS =< SO(7, 1), SO(4, 3) > creates particle,
Pnew, by applying the operations on particle P in two steps. Figure 7.3a
represents the particle P . Applying SO(7,1) on P creates an intermediate
particle, Pmod , shown in Fig. 7.3b. The swap SO(3,4) on particle Pmod results
in the new particle noted in Fig. 7.3c.

For the evolution of a particle, first, the swap sequences are identified to align
it to its local best and the global best. The sequences are applied with some

Fig. 7.2 An example of swap
operation. (a) A particle
before applying the swap
operation (b) The particle
after applying the swap
operation

1 5 3 4 8 6 2 7 0 1 1 0

(a)

1 5 3 8 7 010 126 4

(b)

Fig. 7.3 An example of swap
sequence operation. (a) A
particle before applying the
swap operation. (b) The
particle after applying a swap
operation. (c) The particle
after applying the next swap
operation

1 5 3 4 8 6 2 7 0 1 1 0

(a)

1 7 3 4 8 6 2 5 0 1 1 0

(b)

1 5 3 8 4 6 2 7 0 1 1 0

(c)
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probabilities corresponding to the confidence factors. For our formulation, we
have used the confidence factors to be 0.04 and 0.02, respectively, for local and
global best alignment.

(d) Augmentations to the basic PSO: To achieve quality solution from the basic
PSO strategy, the following augmentations have been integrated:

• Usage of better random number generator: The solution quality of PSO
depends heavily on the property of used random number generator. In C-
library routines for random number generation, rand() and rand48()
use Linear Congruential Generator (LCG) (Saito and Matsumoto 2008).
However, in this work, we have used the thread-safe single instruction
multiple data-oriented fast Mersenne twister (SIMT) pseudorandom num-
ber generation technique (Saito and Matsumoto 2008). Such a technique
provides several advantages over LCG. In particular, it has larger period
(up to 2216091 − 1), compared to (231 − 1) for LCG (Saito and Matsumoto
2008), better equidistribution and quick recovery from 0-excess initial state.
Compared to other statistically reasonable generators, it is faster and useful,
when huge random values are required (Tian and Benkrid 2009). The SIMT
has passed several statistical testing including the diehard test of Marsaglia
and the load test of Hellekalek and Wegenkittl (Matsumoto and Nishimura
1998).

• Inversion mutation: The PSO works better compared to Genetic Algorithm
(GA) (Guilan et al. 2008). However, in PSO, as compared to GA, the
mutation operator is not incorporated which can bring sudden changes into
a solution and thus possibly exploring a promising unexplored part of the
search space. We perform a mutation operation when PSO is found to be
not improving over a fixed predefined number of generations. Such mutation
may take it out of probable local optima. Thus, we have introduced a
inversion mutation (IM) operator. In this technique, first, a break-point is
randomly generated for the core part of the particle. The portion from this
break-point to end is inverted and joined at the end of the part before break-
point. Next, the same is performed for the TSV part. Figure 7.4 shows the
operation of such an inversion mutation.

Fig. 7.4 An example of
inversion Mutation operation.
(a) A particle before applying
the mutation operation. (b)
The particle after applying
the mutation operation

1 5 3 4 8 6 2 7 0 1 1 0
Core part TSV part

Break point Break point

(a)

Core part TSV part

Break point Break point

1 5 3 4 0 17 862 10

(b)
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• Initial population generation: For an application with n tasks mapped onto
a 3D-mesh having n cores distributed over m layers, the total number of
possible mappings and TSV positions can be n! and (2n/m), respectively.
Exploration of the potential region of this enormous search space depends
to a great extent on the initial set of particles. Thus, in this work, we have
used the deterministic initial population generation technique, described in
Chap. 4, to help in the process. Such a strategy can generate a number of
solutions equal to the number of cores in the NoC, quite fast. It works with
randomly placed TSVs. The total number of TSVs has been restricted to 25%
of total available positions. Also, TSVs are placed at least two hops away
from each other. Next, for each core in the NoC, a solution in generated by
starting the mapping process at this core node. The best one among them,
along with the associated TSV positions contributes to the creation of one
intelligent particle to be included in the initial population. The process has
been repeated to create intelligent particles of 5% of the total population of
the PSO. The rest of the particles are generated randomly.

• Multiple PSOs: In this augmentation, PSO has been run several times to
improve the solution. Suppose that at the end of ith run of PSO, the local
best for kth particle be pbestki , and the global best be gbesti . In the (i + 1)th
pass of PSO, it starts with a new set of particles. However, the local and
global best information are transferred from the ith to (i + 1)th PSO. The
maximum number of the PSO runs to be executed has been set as follows:

1. A user-defined value for the maximum number of PSO runs. In this
experiment, it has been taken as 200 PSO runs.

2. The global best fitness does not change in the last 20 PSO runs.

The proposed approach takes two inputs from the designer: a tolerance on the best
communication cost and a bound on the peak temperature of the system. First,
the best communication has been obtained without considering any temperature
constraint. Fitness (communication cost) of each particle has been calculated. The
local best is determined. The global best is set to the particle in the local best
set having the minimum fitness. Thus, the best particle found in the last stage of
PSO can be directly copied into the initial stage of the PSO with taking care of
peak temperature. Furthermore, the local bests found in that PSO are also included
in the initial stage of the current PSO which qualify the tolerance criteria on
communication cost. The remaining particles in the proposed PSO are generated
randomly.

4 Thermal-Aware 3D NoC Design Using Thermal-Vias

One of the biggest challenges of 3D NoC-based systems design is heat dissipation.
The heat, from the core of a 3D NoC-based systems, flows through layers of low
conductive dielectric, inserted between device layers, to reach the heat sink. To
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reduce the excessive heat in 3D NoC-based systems, thermal vias can be used to
carry the heat from the layers, far away from the heatsink, to the nearer layer at
the heatsink (Cong and Zhang 2005; Cong et al. 2004). However, such thermal vias
consume valuable area in the die which in turn increases the routing cost. Judicious
placement of such thermal vias can reduce the peak temperature and routing cost. A
PSO-based strategy has been used to properly deploy such thermal vias. An area, on
the chip, has been reserved in each tile of the NoC, for this purpose. More precisely,
such an area is limited by the maximum value for each tile. Thus, proposed PSO
takes two inputs, the peak temperature and the total area value used for thermal vias
(in terms of percentage of total chip area without thermal vias) as the constraints.

4.1 PSO Formulation

The particle structure for the above problem has been shown below:

(a) Particle formulation and fitness calculation: The particle, corresponding to
the problem, has been shown in Fig. 7.5 for 3 × 3 × 2, 2-tire NoC. It consists
of three parts: task part, TSV part and area part for thermal vias. The task part
corresponds to the permutation of task numbers identifying the task mapped to
a core, whereas, TSV part represents the location of vertical connection in the
router. It has been assumed that routers at a similar position are of the same
type in each layer and a minimum distance has also been considered between
neighbouring routers with the vertical connection. The area part represents the
percentage of the reserved area in the tile to be used for thermal vias. It has also
been assumed that tiles at a similar position are of the same type, in each layer.
The entries in the area part are in the range 0–1. Figure 7.5b shows a full particle
structure. For the sake of implementation, a particle has been considered to be

1 2 3 4 5 6 7 8 9 1 2 3 4 5 6 7 8 9
9 3 14 5 6 4 11 15 17 11000121878101213161 0 0 0

TSV partCore mapping part

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18
0.10.02 0.3 0.150.1 0.10.2 0.2 0.2

Area part

(b)

(a)

Routers

r3r2r1

r4 r5 r6

r9r8r7

r12r11r10

r13 r14 r15

r18r17r16
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Layer 2

c9

c2 c10 c18

c16 c13 c1

c15 c17 c12

c11c4c6

c5c14c3

c7 c8
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Fig. 7.5 Particle structure for thermal-aware 3D NoC-based system design using thermal vias.
(a) A vertically-partially-connected 3D-mesh-NoC with thermal vias. (b) Particle structure for the
configuration in (a)
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a single array with appropriate care taken regarding the values contained in its
cells. The location of the array indicates the router number. Further, a tile is
also identified by the router number. Fitness of each particle is measured by
three quantities: communication cost, peak temperature and the total area used
for thermal vias. The communication cost of each particle is measured by the
expression (7.2). The peak temperature of the 3D NoC has been measured by
the expression (7.1).

In this work, copper-TSVs have been used as the thermal vias. As a result, we
have calculated the percentage of area in the tile covered by TSVs (A%withT SV s)
and the area without TSVs (A%w/oT SV s). The corresponding resistivity of the
unit with thermal via has been calculated using the expression (7.3) (similar to
Meng et al. (2012)). Such a resistivity has been updated before calculating the
temperature of the system. The area cost is calculated by summing up the area
used by the thermal vias. The cost must be honoured the tolerance given on the
total area, without thermal vias.

Rjoint = 1
A%w/oT SV s

RLayer
+ A%withT SV s

RCU

(7.3)

where, RLayer denotes the resistivity of the layer (thermal interface mate-
rial (TIM) or Silicon) and RCU represents the resistivity of TSVs (Copper
= 0.0025 mK/W). The resistivity of TIM and Silicon are 0.25 mK/W and
0.01 mK/W, respectively.

(b) Local and global bests: In this PSO-based technique, each particle is also
associated with a configuration (local best) which has the minimum peak
temperature and area requirement for the thermal vias that particle has seen
so far in the evolution process. In this work, we have given more preference to
temperature, compared to area. That is, if two particles satisfy the given con-
straint, the particle with less temperature will be selected. Such configuration
is known as local best (lbest) of the corresponding particle. The configuration
with minimum peak temperature and area requirement for thermal vias in the
local best set is declared as global best (gbest) of the current generation.

(c) Evolution of generations: The area part of the particle evolves through the
strategy followed in continuous PSO domain. The particle is attracted by its
local as well as global bests particle, in the generation and the particle updates
its velocity and position using the following expressions:

vk+1,i = c1 × vk,i + c2 × r1 × (lbesti − xk,i) + c3 × r2 × (gbestk − xk,i)

(7.4)

xk+1,i = xk,i + vk+1,i (7.5)

where, vk+1,i denotes the velocity of the particle i at (k + 1)th iteration, xk,i is
the current particle solution, the random numbers r1 and r2 are in the range of 0
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to 1. The self-confidence (cognitive) and swarm confidence (social) factors have
been represented by c2 and c3, respectively. The inertia is represented by c1. For
controlling the velocity of a particle, a maximum velocity vmax is imposed on
particle’s velocity. So if any particle moves with a velocity that exceeds the
vmax then that particles velocity is curtailed to vmax. However, task mapping
and TSV placement do not evolve as they are fixed. Thus, performance of the
3D NoC-based system do not degrade as in previous solution.

The convergence condition of this PSO can be expressed as (Guilan et al.
2008)

(1 − √
c1)

2 ≤ c2 + c3 ≤ (1 + √
c1)

2 (7.6)

Thus, we have worked with various values of c1, c2 and c3. The experiment
result in this chapter based on values c1 = 1, c2 = 0.5 and c3 = 0.5.

(d) Augmentations to the basic PSO: To improve the solution quality, given by
the basic PSO, several augmentation have been used, such as, efficient random
number generation, inversion mutation operation and multiple PSO. All such
techniques have been discussed in Sect. 3.1. The maximum number of the PSO
runs to be executed has been set as follows:

1. A user-defined value for the maximum number of PSO runs. In this
experiment, it has been taken as 200.

2. The global best fitness meets the thermal constraint.

5 Experimental Results

This section presents the experimental results of different NoC benchmarks. The
simulation environment used in this work is similar as follows. A fixed ambient
temperature of 45 ◦C has been assumed (Mahajan 2002) in the current work. The
power consumption for NoC components like routers and links have been calculated
using Orion (Kahng et al. 2012), whereas, core power values have been chosen
similar to (Tsai and Kang 2000) (10–60 W/cm2). The power consumption of NoC
components and core combinedly form the tile power. The applications are mapped
onto 3D NoC with two and four layers. The results are organized as follows: First,
results for thermal-aware 3D NoC design with application mapping strategy has
been shown with the varying tolerance limit on communication cost. Next, results
for thermal-aware NoC-based systems design with thermal vias have been presented
with varying area requirement.
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5.1 Thermal-Aware 3D NoC-Based Systems Design with the
Application Mapping Strategy

In this section, Table 7.1 shows the communication cost and peak temperature
comparison by varying tolerance limit on communication cost and given the peak
temperature as a constraint, for 3D NoC-based systems with two and four layers.
From Table 7.1, it is observed that temperature reduces as the communication
cost increases. In this experiment, we have considered the tolerance limit on
communication cost as 5%, 10% and 15%. The cell marked as a, b indicates
the communication cost and peak temperature of a solution. The temperature and
communication cost always honouring the given constraints. The constraints are
marked as (m, n) in the table, where m indicates tolerance on communication cost
and n indicates a peak temperature constraint. Therefore, the designer can choose
the corresponding solution based on their requirements.

5.2 Thermal-Aware 3D NoC-Based Systems Design Using
Thermal Vias

In this experiment, the peak temperature of the systems and tolerance limit on chip
area, for thermal vias, have been taken as input. The communication cost and peak
temperature have been presented in Table 7.2 honouring the peak temperature limit

Table 7.1 Comparison of communication cost with different tolerance limit on communication
cost and a given peak temperature

Tolerance on comm. cost and Peak temperature

Layers NoCs (5%, 85 ◦C) (10%, 80 ◦C) (15%, 75 ◦C)

Two PIP 800, 83 825, 77 910, 73

263ENC-MP3DEC 235.23, 81 251.12, 75 265.31, 72

VOPD 4218, 80 4375, 76.11 4831, 72.23

DVOPD 9919, 81 10,347, 78.15 11,014, 73.3

G17 36,125.13, 83.2 37,461.28, 77.2 39,102.53, 74

G18 6150.17, 82 6617.42, 76 7185.9, 73.1

G25 102,516.47, 81 107,345.18, 77 110,853.75, 72

G27 48,176.16, 81.32 49,827.52, 78.3 53,181.67, 74.1

Four PIP 901, 84.31 929, 79 1012, 74

263ENC-MP3DEC 235.23, 84.3 251.12, 78.23 265.31, 73.31

VOPD 4376, 83.23 4512, 79.12 4817, 74

DVOPD 9978, 82 10,236, 79 10,521, 74.12

G17 36,321, 84.35 38,167, 79.56 40,762, 74

G18 6415.76, 83 6734.94, 79.1 7123.14, 74.3

G25 101,457.23, 84.3 107,341.13, 78 114,321.43, 74.2

G27 45,129.74, 83 50,123.31, 79.6 53,429.26, 74.35



www.manaraa.com

122 7 Thermal-aware Design Strategies for the 3D NoC-based Multi-Core Systems

Table 7.2 Comparison of communication cost and peak temperature for thermal vias with different
percentage of reserved area

Tolerance on area and peak temperature

Layers NoCs (10%, 130 ◦C) (15%, 125 ◦C) (20%, 120 ◦C)

Two PIP 768, 81.21 768, 76.15 768, 73.37

263ENC-MP3DEC 230.43, 78.14 230.43, 120.67 230.43, 72.21

VOPD 4119, 82.35 4119, 78.17 4119, 72.21

DVOPD 9554, 83.39 9554, 77.26 9554, 73.15

G17 35,375.93, 82.29 35,375.93, 78.38 35,375.93, 73.23

G18 6094.11, 83.32 6094.11, 77.65 6094.11, 72.67

G25 99,815.93, 83.11 99,815.93, 78.78 99,815.93, 73.38

G27 47,121.62, 83.76 47,121.62, 78.32 47,121.62, 72.12

Four PIP 896, 82.12 896, 78.11 896, 74.26

263ENC-MP3DEC 230.45, 78.32 230.45, 120.33 230.45, 73.38

VOPD 4237, 84.68 4237, 79.52 4237, 74

DVOPD 9768, 84.67 9768, 79.35 9768, 74.12

G17 36,565, 84.18 36,565, 79.21 36,565, 74.38

G18 6222.23, 84.32 6222.23, 78.66 6222.23, 74

G25 99,126.77, 84.27 99,126.77, 79.11 99,126.77, 74.67

G27 46,380.91, 84.61 46,380.91, 79.56 46,380.91, 74.35

and tolerance on the area. From the table, it is seen that the temperature reduces with
the increase in tolerance limit on the area. For 3D NoC-based systems, with 2 layers,
the proposed approach provides communication cost and peak temperature as 4119
and 124.35 ◦C, respectively, while 10% tolerance has been considered on the total
area for thermal vias and peak temperature constraint as 130 ◦C for the application
VOPD. Moreover, this approach reduces the temperature better compared to our
proposed previous mapping-based strategy. Furthermore, the reduction in peak
temperature of the system using thermal vias is not unlimited. It is loosely bounded
by the minimum temperature of the design before inserting the TSVs.

6 Conclusion

This chapter presents two techniques to design of 3D NoC-based systems with
ensuring thermal safety, using PSO with several augmentations. The first approach
is based on an application mapping strategy to reduce the peak temperature of
the system by giving some nominal sacrifice in communication cost. The second
one is based on inserting thermal vias into the systems in the provided reserved
space on the chip without sacrifice in communication cost. The experimental results
show that the second approach reduces the temperature well compared to the first
one. However, it is up to the designer to choose a suitable solution based on the
requirement.
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Thermal heating, during test of such a system, can reduce the yield and also
increase the testtime. To deal with those problems, some of the strategies as
proposed are explained in the next chapter.
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Chapter 8
Thermal-Aware Test Strategies for
NoC-Based Multi-Core Systems

We have seen several techniques to design the NoC-based multi-core systems in the
previous chapters. To get confidence of the current operation of such system, it is
required to test the manufactured chip. The task of manufacturing test of multi-core
systems for its complete functionality is complex and time consuming Kiamehr et al.
(2018). Thus, the high stress to reduce time-to-market have made the test engineers
to focus primarily onto the reduction of testtime, including thermal safety. A good
test technique can improve the yield and reduce the testtime.

In SoC-based system, designers integrate different cores taken from different
vendors. Vendors provide not only cores, but also set the test patterns to test.
Furthermore, some core can support preemption whereas others do not during the
test process. A core requiring that the entire test be performed in a continuous
fashion is called a non-preemptive core, while the other one allows preemption
during test. Such test patterns can ensure the correctness of core, not the integrated
system. The test set provided by the vendor needs to applied to the input of the
core and responses are to be observed. This challenge as the input–output lines of
the cores, integrated inside the chip, are not directly accessible from the system
input–output pins. In SoC environment, such problem can be resolved by providing
an extra dedicated test access mechanism (TAM) for the chip. TAM is accessible
from system input–output pins of the system. The cores are accessible through the
TAM. Several test access mechanisms have been proposed. However, one (or more)
dedicated bus(es) is the most suitable one. In test mode, test patterns are carried by
the TAM and applied to the core, instead of functional inputs. The generated test
responses are carried accordingly to the output port of the system. To ensure the
correctness of the entire system, core level testing has to be done exhaustively. This
leads to huge testtime for moderate to complex SoCs. Hence, testtime reduction
is a very important issue. Test engineers often perform parallel test to reduce the
testtime. The overall TAM structure is divided into a number of buses to carry out
the test in parallel.
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However, in a NoC environment, usage of extra TAM is not advisable. The NoC-
based system contains a network for communication. Such network can be reused
to carry the test information for the cores. In NoC-based system, some dedicated
cores are used as input–output (I/O) ports/pairs for testing the entire system. The
Automatic Test Equipment (ATE) connects to the system by these ports to supply
test patterns and collets the responses.

1 Testtime and Temperature Calculation

In this section, we present the technique to compute the testtime and chip tem-
perature for a multi-core system. It has been assumed that the cores have been
wrapped in test-wrappers using Iyengar et al. (2002). In this work, wrapper has been
designed for 32 bits NoC channel. Figure 8.1 represents a 3D multi-core systems,
where each 2D-mesh-layer is vertically connected, using the Through Silicon Via
(TSV)—most potential solution for vertical connection Dubois et al. (2013). Due to
area overhead for TSVs, all routers, in 2D mesh cannot have vertical connections.
Each pair of adjacent 2D mesh layers are partially connected using the TSVs. In

ATE
Output channel

Input channel

Test interface

Test interface

Test interface

Test interface

Layer 3

Layer 1

Layer 2

Layer 0

1 2 3

4 5 6 7

8 9 10 11

0

40 41 42 43

44 45 46 47

Fig. 8.1 A 3 × 4 × 4 mesh based 3D NoC system
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Liu et al. (2011a), the authors have minimized the vertical connection by sharing a
TSV among the four neighbouring cores. The overall connection structure is called
symmetric partially connected 3D mesh Liu et al. (2011a). We have considered
this connection structure in our work. In Fig. 8.1, two IO pairs are denoted by ‘S1’
and ‘K1’, and ‘S2’ and ‘K2’. The channel of Automatic Test Equipment (ATE) are
connected via IO pairs. Let us say core 42 is tested by the IO pair (‘S2’, ‘K2’), core
1 (source) will feed the test pattern to core 42. The test packet will move through
the NoC following a deadlock free Elevator-first-routing technique for partially 3D
NoC Dubois et al. (2013) (xy-routing is used for 2D NoC). In elevator-first routing
algorithm, router 0 is the nearest one, having the elevator. So, test packet will be sent
using router 0, then router 12, 24 and 36. Now, the test packet will be sent to router
42 using xy-routing algorithm. Test responses will be collected at core connected
with router 11 (sink) using elevator-first-routing algorithm. The elevator routing
algorithm chooses the routers 43, then 47, 35 and 23 for sending the response to
sink 11. Test and response packets move in a pipelined fashion through this path.

In preemptive test scheduling, test packets are distributed as several chunks
(discussed in Sect. 3.1). Testtime for a chunk can be calculated as follows. Let
p denote the number of test patterns in the chunk. Maximum scan-chain length
(number of flits per packet) of the core be denoted as l and the distance (in terms
of hops) from source to core and core to sink be denoted as hs→c and hc→k ,
respectively. As each flit is unpacked in one clock cycle and flits move in pipelined
fashion, the time to send a test packet from source to the core plus the time to collect
response in the sink is given by: hs→c + (l − 1) + 1 + hc→k + (l − 1).

During testing, consecutive flits are applied to the core. So, the minimum inter-
arrival time between consecutive flits is given by Max{time required to shift-in a flit
into the core, time required to shift-out a response from the core} + unit cycle to
unpack the flit + time taken to generate the response. Therefore, entire testtime (T)
for a particular chunk is given by

T = hs→c + (l − 1) + 1 +
[
1 + Max

{
hs→c + (l − 1), hc→k + (l − 1)

}]
× (p − 1) + hc→k + (l − 1)

=
[
1 + Max

{
hs→c, hc→k

} + (l − 1)
]

× p +
[
Min

{
hs→c, hc→k

} + (l − 1)
]

(8.1)

Temperature of a tile/IP-block depends on its power consumption and its position
in the floorplan. Considering such configuration, HotSpot Huang et al. (2006), an
efficient thermal modeling tool has been developed to measure the thermal effect
at IP-block level. A simple compact model calculates the temperature of each IP-
block by considering the heat dissipation within the block and also the effect of heat
transfer among the IP-blocks, based on the RC model. The thermal resistance, Rth

i,j

of the IP-block IPi with respect to IPj can be defined as: Rth
i,j = 	Ti,j /	Pj , where

	Ti,j represents the increment in temperature of IPi due to 	Pj power dissipation
at IPj . Total number node in the floorplan is denoted by q. Therefore, the thermal
resistance matrix can be defined as: matrix Rth = [Rth

i,j ]q×q .



www.manaraa.com

128 8 Thermal-Aware Test Strategies for NoC-Based Multi-Core Systems

For a given set of power values of individual node in floorplan, the temperature of
each tile can be computed as: [Ti]q×1 = [Rth

i,j ]q×q×[Pi]q×1, where Pi and Ti denote
the power and temperature values of the ith IP-block, IPi . The peak temperature of
the die can be calculated as

Tpeak = max{[Ti]q×1} (8.2)

For specific floorplans, the values for matrix, Rth, can be computed through
HotSpot Huang et al. (2006), and this is the same matrix used internally by HotSpot.
Similarly, in 3D multi-core systems, thermal resistance matrix for each layer has
been computed as similar in HotSpot, for specifics 3D floorplan. The corresponding
temperature of each block has been calculated and the peak temperature has been
obtained. The detailed setup for HotSpot configuration, especially for 3D system, is
found in Sect. 6.

2 Problem Formulation of Preemptive Test Scheduling

A core supporting preemption can be scheduled in either preemptive or non-
preemptive manner. The preemptive scheduling approaches often result in lower
testtime than the non-preemptive one, because tests can be preempted to avoid
resource conflicts that can create idle time durations in test resources. In preemptive
test scheduling policy, this idle time can be used to test other cores. The preemptive
test strategy does not significantly increase the ATE’s control complexity. It stores
the test patterns in the same way as in non-preemptive strategy, except that the sub-
sequences of test patterns are reordered in ATE memory. Therefore, a judicious
mix of sequences testing preemptive and non-preemptive cores can have better
flexibility in utilizing testtimes which may otherwise remain idle, due to resource
conflicts. Furthermore, to reduce the testtime, the test engineers often perform
parallel core test by using the property provided by the on-chip network. However,
this increases the power consumption during the test. Power consumption during
test is significantly higher than the normal mode of operation. Thus, to reduce
the power consumption during test, it is often required to perform power-aware
test scheduling. In such a technique, the test scheduler always honour the power
constraint by adjusting the supported clock rate of cores during test. However, it
does not consider the thermal heating problem of the system while testing. Thermal
heating can create delay variations in system which may cause a bad system to
pass or a good system to fail the test process leading to yield loss. Thermal heating
reduces system reliability which also leads to failure of the system. The leakage
power consumption increases due to the thermal problem which may damage the
system.

The input to the test scheduling problem consists of the following:

• The set C = {Ci : 1 ≤ i ≤ N} of N number of cores in the system.
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• Each core Ci is tested by a set of test patterns, Ti . The power consumption during
the test of core Ci is PWRi . The test can be non-preemptive or preemptive in
nature.

• The maximum limit on system-level power consumption for the entire test
session is P .

• A set F = {Fi : f/m ≤ i ≤ m × f } of (2m − 1) of frequencies that can be
generated from tester clock with frequency f , where m is the rate for faster and
slower clocks.

• A set IO = {IOi : 1 ≤ i ≤ k} of k cores marked as input–output pairs.
• The chip floorplan G.
• Routing algorithm.

The integrated test scheduling problem can be stated as follows:

Determine the distribution of clock frequencies and IO pairs, optimum number of
preemptions and test start time for each core, such that (1) testtime and resource
conflicts get minimized (2) the schedule always satisfies the system-level power
constraint and provides a trade-off between testtime and peak temperature during
test.

To solve such problem, power-aware testing, alone, cannot guarantee system
safety while testing. Thus, this chapter presents testing strategies for NoC-based
system, including 3D environment, to improve yield loss and testtime while
considering thermal safety with honouring power constraint. In this work, we
have considered the maximum and minimum allowable clock rates 2f and f/2,
respectively, that is, m = 2. Therefore, available frequency list is F = {f/2, f, 2f }.
The salient feature of the approach are as follows.

3 ILP Formulation for Preemptive Test Scheduling

In this section, we present an ILP formulation to minimize the testtime for
preemptive testing of cores. Test packets of each core are arranged into different
pools. The detailed structure about the pool is discussed in below. The parameters
and variables used in the ILP formulation have been noted in Table 8.1. To reduce
the complexity, the ILP formulation does not take into consideration of the power
and thermal issues. Power and thermal constraints have been incorporated in the
PSO-based strategy, noted in Sect. 4.

3.1 Pools Structure

The complete set of test packets of a core are arranged into a particular pool. For
a core, there are several pools and each pool is uniquely identified by a pool index
p. In each pool, the complete set of test packets are ordered as test chunks, and
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Table 8.1 Variables used for ILP formulation

Variables Definitions

Nc Total available cores

NI Total available IO pairs

Nf Total available frequencies

Nc
t Total number of test packets of core c

T
I,k
c,p Testtime of core c for a chunk in the pool p, while IO pair I and

kth frequency have been assigned for the test, which is precalculated

BIGNUM Testtime when all cores are tested sequentially

Fk
c =1, if the kth frequency is assigned to test the core c

=0, Otherwise

bI
c,p,a =1, if a chunks are taken from pool p for the test of core c and are transported

through

an IO pair, I

=0, Otherwise

SI
c,p,a,x The start time for the test of core c with the x instance of a chunks which are

taken from pool p

and such instance of chunk is transported through an IO pair I

Z
c2,I2
c1,I1

=1, if cores c1 and c2 are tested through IO pairs I1 and I2 are conflict

=0, Otherwise

Which has been precalculated

HI
c =1, if core c is assigned with an IO pair I

=0, Otherwise

each chunk has a length, which is same as the pool index. That is, each chunk
of pool p contains p test packets. The total available pools of each core is same
as its number of test packets. For example, suppose, core c has four test packets.
There will be four pool of test packets for core c. Each chunk in the 1st pool is of
length unity; each chunk contains single test packet and the pool contains all four
test packets. Similarly, 2nd pool contains all four test packets which are arranged
into the chunks of length two. That is, 2nd pool contains two test chunks and each
test chunk holds two unique test packets. Similarly, other pools are arranged. The
last pool, with index four, has a chunk of length four. The pool of packets for core
c has been shown in Fig. 8.2. If the entire test of core c has been done with four
packets taken from the first and second pools, two chunks will be taken from the
pool 1 and one chunk from pool 2. At most ‘a’ chunks can be taken from a pool
p, such that (a × p) ≤ Nc

t . However, all test chunks, for a core (c), are tested
by an unique I/O pair (HI

c ), selected from the NI available I/O pair and a unique
test clock frequency (Fk

c ) selected from Nf available frequencies, selected by the
test scheduler. The test scheduler, also, assigned the start time (SI

c,p,a,x) of each

chunk and calculates testtime (T I,k
c,p ) of each chunk, with assigned I/O pair and test
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Pool for a Core

1

2

3

4

Po
ol

 in
de

x

Chunk length Chunk length

Fig. 8.2 The core with four test packets and its pool structure

frequency, using Eq. (8.1). The test scheduler gets total testtime for a core with the
test chunk having maximum testtime. Similarly, test scheduler calculates testtime
for Nc cores. The core with maximum testtime provides the entire testtime for the
entire systems. Now, the objective is to minimize this overall testtime, which is
elaborated in the following:

3.2 Objective Function

To minimize the overall testtime (T T ) of a NoC-based multi-core system, the
objective function can be defined as follows:

Min T T : Max

⎛
⎝SI

c,p,a,x +
Nf∑
k

(
Fk

c × T I,k
c,p

)⎞
⎠ ,∀core c, p, a, x (8.3)

To represent the above objective in ILP form, we have introduced a constraint shown
in expression (8.4).

T T ≥
NI∑
I

bI
c,p,a ×

⎛
⎝SI

c,p,a,x +
Nf∑
k

(
Fk

c × T I,k
c,p

)⎞
⎠ (8.4)

OI,k
c,p,a = bI

c,p,a ×Fk
c ; OI,k

c,p,a ≤ bI
c,p,a ; OI,k

c,p,a ≤ Fk
c ; OI,k

c,p,a ≥ Fk
c −(

1−bI
c,p,a

)
(8.5)

QI,k
c,p,a,x = bI

c,p,a ×SI
c,p,a,x ; QI,k

c,p,a,x ≤ BIGNUM ×bI
c,p,a ; QI,k

c,p,a,x ≤ SI
c,p,a,x

(8.6)

QI,k
c,p,a,x ≥ SI

c,p,a,x − (
1 − bI

c,p,a

) × BIGNUM ; QI,k
c,p,a,x ≥ 0 (8.7)
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To linearize the expression (8.4), we have introduced one binary variable, O
I,k
c,p,a

to replace the term bI
c,p,a ×Fk

c and added four constraints, (8.5). To replace the other
term bI

c,p,a ×SI
c,p,a,x , we have introduced another variable, QI

c,p,a,x and added four
constraints, (8.6)–(8.7).

3.3 Constraints

To meet the above objective, the following constraints have been introduced which
must be satisfied during the optimization process.

IO Pair and Test Clock Assignment Constraint Each core can be tested by exactly
one IO pair out of NI IO pairs, which has been enforced by expression (8.8).

∀c,

NI∑
I

H I
c = 1 (8.8)

∀c,

Nf∑
k

F k
c = 1 (8.9)

where, I denotes the available IO pairs. Each core has been assigned to one clock
rate out of Nf rates. To maintain such constraint, the binary variable Fk

c and
expression (8.9) have been used. where, k denotes the number of frequencies core c

can support.

Test Chunks Selection Constraints Let us say, to test a core c by using ‘m’ chunks
from pool ‘p’ such that (m×p ≤ Nc

t ) and ‘n’ chunks from pool ‘q’ such that (n×q ≤
Nc

t ). However, for core c, there can be other pools, except ‘p’ and ‘q’, which are not
considered in this test scenario. The selected test chunks will be send by using an
IO pair I . The binary variable bI

c,p,a has been introduced for indicating whether
IO pair I is taken or not for the test, by the selected ‘a’ chunks from pool ‘p’. If
‘a’ chunks are taken from pool ‘p’ and IO I is used to send these test packets then
bI
c,p,a = 1. Otherwise bI

c,p,a = 0. Such constraint is preserved by the expression
(8.10). Similar kind of binary variables are also there for other pools. All chosen
chunks from different pools must form the entire set of test packets for the core c.
Such constraint is enforced by expression (8.11).

∀p, c,

NI∑
I

(a×p)≤Nc
t∑

a

bI
c,p,a ≤ 1 (8.10)

∀c,

p≤Nc
t∑

p=1

NI∑
I

(a×p)≤Nc
t∑

a

(a × p) × bI
c,p,a = Nc

t (8.11)
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Moreover, all chunks of core c are transported by an IO pair, I . This has been
introduced by the expressions (8.8) and (8.12).

∀c,

NI∑
I

H I
c ×

⎛
⎝p≤Nc

t∑
p=1

(a×p)≤Nc
t∑

a

(a × p) × bI
c,p,a

⎞
⎠ = Nc

t (8.12)

The constraint (8.12) is not linear. To linearize it, a binary variable mI
c,i,j has been

introduced to replace the term HI
c × bI

c,p,a . It takes a value of 1, if both HI
c and

bI
c,p,a are 1. Such condition can be enforced by adding four additional constraints,

similar to (8.5).

Constraints for Sending the Chunks Simultaneously and Sequentially Simultaneous
testing of cores may lead to resource conflicts due to usage of already assigned of
IO pairs, router ports and links. Furthermore, test chunks a core must share the
same IO pair; though they may be belong to different pools. Thus, those test chunks
cannot be scheduled simultaneously. However, the test chunks of different cores can
be scheduled simultaneously. The following constraints are enforced to meet those
conditions:

Parallel Core Test Constraints During testing of cores, test chunks are transported
through the assigned IO pair. More than one core can be tested simultaneously if
they do not share any common resources, such as, IO pair, router ports and links
of NoC. Testtime of two cores cannot be overlapped if they share any resource.
Suppose, cores c1 and c2 are assigned to IO pairs I1 and I2, respectively, for the test.
Assumed that the x1-th and x2-th are the instances of test packet of a1 and a2 chunks
and which are sent simultaneously through the IO pairs I1 and I2. Furthermore, a1
and a2 chunks belong to pools p1 and p2 of cores c1 and c2, respectively. The
testtime of these two cores do not overlap if only if either one of the following
conditions is valid.

SI1
c1,p1,a1,x1

≥ SI2
c2,p2,a2,x2

+
Nf∑
k

(
Fk

c2
× T I2,k

c2,p2

)
(or) (8.13)

SI2
c2,p2,a2,x2

≥ SI1
c1,p1,a1,x1

+
Nf∑
k

(
Fk

c1
× T I1,k

c1,p1

)
(8.14)

A resource conflict is defined by the binary variable Z
c2,I2
c1,I1

, when cores c1 and c2 are
assigned to IO pairs I1 and I2 and has common resource to share. Now, to prevent
the conflicting cores being scheduled at the same time can be formulated by using
variable Z

c2,I2
c1,I1

as in expressions (8.15) and (8.16).
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Z
c2,I2
c1,I1

⎛
⎝SI1

c1,p1,a1,x1
− SI2

c2,p2,a2,x2
−

Nf∑
k

(
Fk

c2
× T I2,k

c2,p2

)⎞
⎠ ≥ 0 (or) (8.15)

Z
c2,I2
c1,I1

⎛
⎝SI2

c2,p2,a2,x2
− SI1

c1,p1,a1,x1
−

Nf∑
k

(
Fk

c1
× T I1,k

c1,p1

)⎞
⎠ ≥ 0 (8.16)

Moreover, the value for the variable, Z
c2,I2
c1,I1

, has been precalculated by considering
all possible conflict cases and provided to the ILP solver. Therefore, maintaining
such constraint in ILP, unique binary variables m and n have been introduced, such
that, m + n = 1. Then, the above expressions (8.15) and (8.16) can be written as

m

⎛
⎝SI1

c1,p1,a1,x1
− SI2

c2,p2,a2,x2
−

Nf∑
k

(
Fk

c2
× T I2,k

c2,p2

)⎞
⎠ +

n

⎛
⎝SI2

c2,p2,a2,x2
− SI1

c1,p1,a1,x1
−

Nf∑
k

(
Fk

c1
× T I1,k

c1,p1

)⎞
⎠ ≥ 0

(8.17)

Now, the cores c1 and c2 cannot be tested in parallel by taking the chunks from
their corresponding set of pools. More precisely, the cores c1 and c2 are tested by
a1 and a2 chunks which belong to the pools p1 and p2, respectively. Those chunks
are transported through the IO pairs I1 and I2. Therefore, the chunks belonging to
different cores cannot be transported in parallel by the different IO pairs because of
resource conflict. Expression (8.18) has been taken care of such condition.

bI1
c1,p1,a1

× bI2
c2,p2,a2

[
m

(
SI1

c1,p1,a1,x1
− SI2

c2,p2,a2,x2
−

Nf∑
k

(
Fk

c2
× T I2,k

c2,p2

) )

+ n

(
SI2

c2,p2,a2,x2
− SI1

c1,p1,a1,x1
−

Nf∑
k

(
Fk

c1
× T I1,k

c1,p1

) )]
≥ 0

(8.18)

To linearize expression (8.18) unique binary variable r has been introduced to
replace the term b

I1
c1,p1,a1 ×bc2,p2,a2 and four additional constraints have been added,

similar to (8.5). The corresponding expression is as follows:

r

[
m

(
SI1

c1,p1,a1,x1
− SI2

c2,p2,a2,x2
−

Nf∑
k

(
Fk

c2
× T I2,k

c2,p2

) )

+ n

(
SI2

c2,p2,a2,x2
− SI1

c1,p1,a1,x1
−

Nf∑
k

(
Fk

c1
× T I1,k

c1,p1

))]
≥ 0

(8.19)
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Expression (8.19) is still nonlinear. To linearize such expression, two unique binary
variables u and v have been introduced to replace the terms r × m and r × n and
eight additional expressions have been added, similar to (8.5).

Now, the transformed expression can be written as follows:

u

(
SI1

c1,p1,a1,x1
− SI2

c2,p2,a2,x2
−

Nf∑
k

(
Fk

c2
× T I2,k

c2,p2

))
+

v

(
SI2

c2,p2,a2,x2
− SI1

c1,p1,a1,x1
−

Nf∑
k

(
Fk

c1
× T I1,k

c1,p1

))
≥ 0

(8.20)

To linearize expression (8.20), we have introduced four unique binary variables and
four more variables. Four new equations, similar to (8.5) and sixteen new equations,
similar to (8.6)–(8.7) are added.

Constraints for Sequentially Sending the Chunks of a Core During testing, all
chunks of a core are transported through the single IO pair. Thus, two chunks of
a core cannot be scheduled at the same time. Therefore, different chunks of a core
should be scheduled at different instants of time. That is, testtime of two chunks do
not overlap if and only if either one of the following conditions hold.

SI
c,p1,a1,x1

≥ SI
c,p2,a2,x2

+
Nf∑
k

(
Fk

c × T I,k
c,p2

)
(or)

SI
c,p2,a2,x2

≥ SI
c,p1,a1,x1

+
Nf∑
k

(
Fk

c × T I,k
c,p1

) (8.21)

To represent such constraint in ILP, the binary variables g and h have been
introduced, such that, g + h = 1. The expression (8.21) can be represented as in
expression (8.22).

g

⎛
⎝SI

c,p1,a1,x1
− SI

c,p2,a2,x2
−

Nf∑
k

(
Fk

c × T I,k
c,p2

)⎞
⎠ +

h

⎛
⎝SI

c,p2,a2,x2
− SI

c,p1,a1,x1
−

Nf∑
k

(
Fk

c × T I,k
c,p1

)⎞
⎠ ≥ 0

(8.22)
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bI
c,p1,a1

× bI
c,p2,a2

[
g

(
SI

c,p1,a1,x1
− SI

c,p2,a2,x2
−

Nf∑
k

(
Fk

c × T I,k
c,p2

))

+ h

(
SI

c,p2,a2,x2
− SI

c,p1,a1,x1
−

Nf∑
k

(F k
c × T I,k

c,p1

))]
≥ 0

(8.23)

The packets of a core c can belong to different pools, such as, p1 and p2.
Furthermore, all packets of a core can be transported by the same IO pair, I and
tested at kth frequency. Such constraint can be assured by the expression (8.23). The
expression (8.23) is not linear. To linearize, we have replaced bI

c,p1,a1
× bI

c,p2,a2
by

the binary variable j and added four equations, similar to (8.5). Then the modified
expression can be expressed as follows:

j

[
g

(
SI

c,p1,a1,x1
− SI

c,p2,a2,x2
−

Nf∑
k

(
Fk

c × T I,k
c,p2

))
+

h

(
SI

c,p2,a2,x2
− SI

c,p1,a1,x1
−

Nf∑
k

(
Fk

c × T I,k
c,p1

))]
≥ 0

(8.24)

To linearize the expression (8.24), we have replaced j × g and j × h by the binary
variables q and y and added four additional constraints, similar to (8.5). Now, the
transformed expression would be as follows:

q

(
SI

c,p1,a1,x1
− SI

c,p2,a2,x2
−

Nf∑
k

(
Fk

c × T I,k
c,p2

))
+

y

(
SI

c,p2,a2,x2
− SI

c,p1,a1,x1
−

Nf∑
k

(
Fk

c × T I,k
c,p1

))
≥ 0

(8.25)

To linearize equation (8.25), we have introduced two unique binary variables and
four more variables. Four new equations, similar to (8.5) and twenty new equations,
similar to (8.6)–(8.7).

The tool CPLEX Cplex (2013) has been used to solve the formulated ILP and get
the optimum solution. However, excepting for very small benchmarks, it takes huge
amount of CPU time to arrive at the solution. Furthermore, the inclusion of thermal
constraints in the ILP is not straight forward and is quite expensive. Hence, in the
following, a Particle Swarm Optimization (PSO) based technique with its variants
have been proposed to find the solutions for bigger benchmarks, producing results
within a reasonable amount of time, including thermal-aware test schedule.
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4 PSO Formulation for Preemptive Test Scheduling

This section presents a Particle Swarm Optimization (PSO) based solution strategy
for the multi-frequency based preemptive test scheduling problem. The particle
formulation of the problem and its fitness calculation have been detailed next.

4.1 Particle Structure and Fitness

A particle represents a candidate test schedule of cores. It has four components:
core part, I/O part, frequency part and preemption part. An example of a particle
has been shown in Fig. 8.3. The core part corresponds to a permutation of cores C1
to Cn. It represents an order in which scheduler will pick up the cores for probable
scheduling and assign it to the corresponding time slot. The next part is an array
of I/O pairs. It is of size same as the core part. If the k number of I/O pairs are
available, each entry contains an integer between 1 and k. The third part contains
an array of size equal to the number of cores. If m frequencies are available, each
entry of this array contains one of the available m frequencies. Each preemption part
entry is a number between 0 and 1. For non-preemptive cores, the entry is always
1. For a preemptive core, if the corresponding entry is x and the core has a total
of p test patterns, x ∗ p number of patterns will be tested as a single block. Thus,
testing of the entire core is distributed over a number of blocks, each block being
scheduled independently of others. However, since the same I/O pair is attached to
the core in each test session, the same routing resources will be utilized for them. To
compute the fitness of a particle, the scheduler starts with the first core from the core
part. At time instant zero the core is scheduled to start its test. Throughout a core
test, proper NoC resources, such as links and routers remain reserved and during
preemption reserved resource can be released. The proper resources are decided by
the I/O pair, core-under-test and routing algorithm. At a certain time instant, suppose
that the scheduler has scheduled up to the ith core in the core part of a particle. Now,
scheduling time of (i + 1)th core will be decided by consulting the corresponding
I/O pair and the frequency at which it will be tested, that is, (i + 1)th entries in the
I/O pair and frequency parts. If the corresponding I/O pair is k, the next available
time slot for k is determined by the block (x×p), where x represents the preemption
coefficient in the (i + 1)th core and p denotes total test packets for that core, so that
proper resources are available for a test of (i+1)th core. The scheduler can schedule

C1 C2 C3 Cn I1 I2 I3 In F1 F2 F3 Fn

Frequency partCore part

I/O part

P1 P2 P3 Pn

Preemption part

Fig. 8.3 Particle structure for test scheduling
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the cores until there is no test packet left. The overall testtime of the entire schedule
is computed from the highest time for any of the I/O pairs. The testtime of each
chunk is computed by the expression 8.1.

4.2 Evolution Process

Particles evolve through generations to generate new particles. It is expected that the
new particle will produce a better solution. In the first generation, each particle is
created randomly and local best (lbestk) of each particle is set to itself. The global
best (gbesti) for a generation is elected as a particle which has the minimum fitness
value from the set of local bests.

Based on the evolution policy, PSO can be classified into two groups: discrete
PSO (DPSO) and continuous PSO. The continuous PSO evolves particle positions
by updating their velocities in each dimension. In the particle, different parts are
evolved either following the strategy discrete or continuous PSO. The core, I/O
pair and frequency parts of the particle are evolved using the strategy followed in
discrete PSO which has been discussed in Chap. 5. However, the preemption part is
evolved using the strategy followed in continuous PSO using the expression (7.5).
Every particle evolves and adjusts its local best accordingly. The global best is also
calculated from the set of local best values.

4.3 Augmentation to the Basic PSO

To improve quality of the solution produced by the basic PSO, several augmen-
tations, such as use of an efficient random number generator, perform inversion
mutation (IM) operation to each particle and multi-PSO have been incorporated
into it. Such augmentations have already been discussed in Chap. 5. The maximum
number of the PSO runs to be executed has been set as follows:

• A user-defined value for the maximum number of PSO runs. In this experiment,
it has been taken as 20 PSO runs.

• The global best fitness does not change in the last 100 PSO runs.

The complete PSO engine has been described in Algorithm 8.1. In this algorithm,
each Particle represents a configuration corresponding to scheduling order of
cores, along with the corresponding I/O pair, frequency and preemption coefficient.
The algorithm generates NPart number of random particles in the initial generation
of PSO (line 10). The local best of individual particles is set to the particle itself.
The global best particle is set to be the best configuration found in the local best
configuration set (line 21). Each configuration is evaluated using the expression
(8.1). Here, MGEN is the maximum number of generations for which individual
PSOs may run. The total number of PSO runs is represented by MPSO.
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Algorithm 8.1 PSO-based test scheduling approach for NoC-based systems
Input: Topology graph T

Output: Test scheduling order
1: Set MGEN, MPSO and NPart
2: Set W

3: BestFitness← ∞
4: for m from 0 to MPSO do
5: IM←true
6: BeforeIMBestFitness← ∞
7: while IM = true do
8: gen ← 0
9: while gen < MGEN and IM = true do

10: for p from 0 to NPart do
11: if gen = 0 and m = 0 then//Initialization
12: Particlep ← {Random()}

13: Particle
pbest
p ← Particlep

14: else//Update particle
15: UpdatePart(Particlep ,Particle

pbest
p , Particlegbest , ProbRandompbest ,

ProbRandomgbest )

16: Compute fitness of Particlep using expression (8.1)

17: UpdateLBest(Particle
pbest
p , Particlep)

18: end if
19: end for
20: Compute global best particle Particlegbest from the set of particles Particlepbest

21: Update the BestF itness as global best as per the requirement and reset the gen

22: counter

23: if BeforeIMBestFitness = BestFitness then
24: IM←false
25: end if
26: gen ← gen + 1
27: end while

28: if IM = true then
29: BeforeIMBestFitness← BestFitness
30: Perform Inverse Mutation (IM) at random position of each particle of the last

generation
31: end if
32: end while
33: for p from 0 to NPart do
34: Particlep ← {Random()}

35: CopyLbest(Particle
pbest
p )

36: end for
37: end for
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After generating the initial configurations and finding the global best configura-
tion at first generation, the particles are evolved using UpdatePart(). Each particle
evolves by sharing the experience of its local as well as the global best of the
generation with some random probabilities. The swap sequences are generated for
core, I/O pair and frequency parts of the particle, local and global best configurations
(as discussed in Chap. 5). The preemption part of the schedule gets updated based
on the particle, local and global best particles. A new particle or configuration is
generated from the existing one by applying the swap sequences subject to some
probability for core, I/O and frequency part. However, the preemption part of a
particle gets modified to values closer to the best particles, with some probability.
Furthermore, the local best of each particle gets changed by comparing the fitness
between its current lbest and the new particle (line 17). After each generation, the
PSO engine checks the BestF itness value. The current generation is reset to the
initial generation, if the PSO gets a better solution than the earlier one. Otherwise,
it keeps a count of the generations. The inversion mutation (IM) operator (line 29)
is applied to each particle, if generation count reaches MGEN and IM is true. For
multiple PSO runs, the PSO engine creates the new particles by assigning random
configurations, whereas, local best for the particles are passed from the previous
PSO run. The PSO engine stops when multiple PSO count reaches the maximum
value, (MPSO).

5 PSO for Thermal-Aware Preemptive Test Scheduling

The inclusion of thermal constraints in the ILP (presented in Sect. 3) is not straight
forward and is quite expensive. In order to get near-optimal solutions for large
benchmarks, the proposed PSO has been extended for generating thermal-aware
test schedules. The particle structure is similar to the previous one and the particles
evolved in a similar fashion. However, the fitness of individual particles have been
measured by the expression (8.26)

Fitness = W × Tpeak

α
+ (1 − W) × T

β
(8.26)

where, Tpeak is the peak temperature and T is the overall testtime of the entire
schedule. These two quantities are evaluated using the expressions (8.2) and (8.1).
W is a weighting coefficient meant to balance the optimization of testtime and peak
temperature of the die. More precisely Wε[0, 1]. When W = 1, it minimizes the
temperature of the die and for W = 0, it considers only testtime to minimize. As
testtime and temperature have different units, normalization of these two metric has
been done by assuming worst-case scenarios. To set the value of α, we perform
test scheduling of all cores, assuming the availability of only one I/O pair. For
each I/O pair, the evaluation is carried out. The maximum among these gives the
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normalization factor α. β is fixed to peak temperature reached, assuming that all
cores are being tested in parallel.

6 Experimental Results

In this section, we have presented the results of our experimentation with ITC’02
SoC benchmarks Marinissen et al. (2002), d695, p22810, p93791 and a
synthetic benchmark for 64 cores. The synthetic benchmark, syn-64 has been
generated from the core repository. The core repository contains cores taken
from ITC’02 benchmarks system. Thus, all the test information of the cores are
preserved. However, cores are chosen randomly to create such synthetic benchmarks
and cores are mapped onto the mesh-based 2D and 3D multi-core systems. The
dimension of each benchmark has been presented in Table 8.2. For each of them,
we have generated the floorplan manually. The detailed experimental setup has been
presented below.

6.1 Experimental Setup

Router and link power values have been calculated using tool DSENT Sun et al.
(2012) for 45-nm technology node. In this experiment, core powers have been
generated using the distribution shown in Table 8.2. Leakage power (assumed to
be 10% of active power Segars (1997)) consumptions for core, router and link have
also been taken into consideration. Furthermore, individual tiles have dimension
1 × 1 mm2 similar to Manna et al. (2018). The heat sink is connected via heat
spreader to the bottom layer for 3D and has thickness of 200µm and other active
(power dissipating) layers are assumed to be thinned to 50µm for better heat
conductivity Cheng et al. (2013). A 10µm thin layer containing thermal interface
material (TIM) is used in between two layers. For vertical communication, each
TSV bundle contains 8 × 9 TSVs (32 data lines, 1 request, 1 grant, 1 read and 1
write clock lines and for dual connection). In our considered core size (1 × 1 mm2),
0.3 × 0.3 mm2 is allocated for the router and rest of the area for processor and

Table 8.2 Power and mesh-size information of benchmarks

Power information (mW)

Benchmarks Max. Min. Mean No. of cores 2D/3D Mesh dimension

d695 3139 255 1732.53 10 4 × 3

p22810 6213 176 3698.12 28 4 × 7

p93791 7015 554 3123.56 32 8 × 4, 4 × 4 × 2, 4 × 2 × 4

syn-64 6938 554 3012.58 64 8 × 8, 4 × 8 × 2, 4 × 4 × 4
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Table 8.3 2D and 3D IC
parameters

Parameters Value

Technology node [nano-m] 45

Tile Size [mm × mm] 1 × 1

TSV diameter [µm] 10

TSV pitch [µm] 20

Bottom layer thickness [µm] 200

Non-bottom layer thickness [µm] 50

TIM layer thickness [µm] 10

Heat sink side/thickness [mm] 14 × 14 × 10

Table 8.4 Thermal
simulation parameters

Parameters Value

Silicon thermal conductance [W/(m K)] 150

Silicon specific heat [J/(m3 K)] 1.75 × 106

TIM thermal capacitance [W/(m K)] 4

TIM specific heat [J/(m3 K)] 4 × 106

TSV thermal conduction [W/(m K)] 300

TSV Specific heat [J/(m3 K)] 3.5 × 106

Convection resistance to ambient [K/W] 3.0

Heat sink thermal conduction [W/(m K)] 400

Heat sink specific heat [J/(m3 K)] 3.55 × 106

Ambient temperature [C] 45

memory. The area allocated for router (0.3×0.3 mm2) is used to place the 8×9 TVSs
and is sufficient to accommodate them. Some other important physical properties of
the 3D IC model are summarized in Table 8.3.

The tool HotSpot Huang et al. (2006) is used to get the thermal resistance
for 2D as well as 3D multi-core systems and corresponding peak temperature
is calculated following the procedure mentioned in Sect. 1. The used thermal
simulation parameters are presented in Table 8.4.

6.2 Testtime Comparison Between ILP and PSO

To check the quality of the proposed PSO approach for the preemptive test
scheduling problem, we first compare the ILP and PSO results and execution
time. For synthetic benchmarks S1 (4 cores and test packets {3,
2, 2, 2}), S2 (4 cores and test packets {4, 4, 3, 3}), S3
(4 cores and test packets {5, 4, 5, 5}) and S4 (6 cores
and test packets {3, 2, 2, 3, 2, 2}), PSO could obtain the same
solution such as 154 (for S1), 201 (for S2), 277 (for S3) and 552 (for S4), reported
by ILP, with less time as compared to ILP. In this experiment two IO pairs have
been used for test delivery. The synthetic benchmarks are mapped onto 2D mesh-
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based-NoC multi-core systems. For other ITC’02 benchmarks, ILP could not start
or complete due to the creation of large number of constraints. The CPLEX Cplex
(2013) tool has been used to solve the formulated ILP. Both ILP and PSO have been
implemented on a Dell PowerEdge T410 system with 8 cores (Intel Xeon processor,
E5606@2.12 GHz), 64 GB RAM. The capacity of the PSO to achieve the optimal
results, found from ILP, corroborates the quality of the PSO.

6.3 Effect of Inversion Mutation (IM) and Randomness into
the Basic PSO

The effect of augmentations to the basic PSO, such as, IM and randomness of
random number generator have been presented in this section. The corresponding
results have been noted in Table 8.5 for the benchmarks p93791 and syn-64. In
this experiment four IO pairs have used for test delivery. The second column notes
the results of basic PSO without any augmentation. The third and fourth columns
show the results of incorporation of inverse mutation and SIMT into this basic
PSO. Table 8.5 projects better testtime while using the technique IM and the SIMT
random generator with the basic PSO. The result reported here are for W = 0, that
is, fully minimize the testtime. This establishes the effectiveness of our proposed
augmentation strategies for improving the solution quality.

6.4 Impact of Multiple PSOs

The effect of running multiple PSOs on testtime reduction has been presented
in Table 8.6 for the ITC’02 benchmark circuits p22810 and p93791. In this
experiment four IO pairs have been used, marked as 4 under the ‘IO pairs’ column.
From Table 8.6, it can be seen that multiple PSO performs better than the basic one.

Table 8.5 Testtime comparison of different augmentation techniques

Benchmarks Basic PSO Basic PSO with IM only Basic PSO with SIMT only

p93791 112,295 98,169 97,316

syn-64 213,631 187,654 186,645

Table 8.6 Testtime
comparison between basic
and multiple PSO

Testtime (clock cycles)

Benchmarks IO pairs Basic PSO Multiple PSO

p93791 4 112,295 85,967

syn-64 4 213,631 150,123
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Table 8.7 Preemptive vs.
non-preemptive test
scheduling technique

Proposed multiple PSO-based
approaches

Benchmarks IO pairs Preemptive Non-preemptive

d695 2 9807 9807

3 6933 6933

4 5272 5272

p22810 2 145,098 145,563

3 98,167 104,462

4 85,453 97,644

p93791 2 159,188 160,773

3 110,338 121,089

4 85,967 114,317

syn-64 2 251,376 281,453

3 182,485 223,241

4 150,123 183,245

6.5 Testtime Comparison with Non-Preemptive Method

To compare the testtime between proposed preemptive and the non-preemptive test
scheduling strategy, the authors have implemented the non-preemptive version as
well. The corresponding testtime values have been noted in Table 8.7, when W = 0.
The ITC’02 benchmarks are used for this experiment. For three different IO pairs, 2,
3 and 4, authors have reported the corresponding testtime values for the benchmarks.
It is observed that testtime decreases with the increase in number of IO pairs.
Further, it can be noted that the proposed preemptive approach reduces testtime
11.25% better as compared to that of non-preemptive one.

6.6 Trading-Off Between Peak Temperature and Testtime

Figures 8.4, 8.5 and 8.6 show the behavior of the peak temperature and testtime
during test of benchmarks: d695, p22810 and p93791. For benchmark p22810,
the power budget has set at 20 Watt. We have varied the parameter W to generate
a set of solutions. The value W = 0 is expected to produce results optimized
towards testtime minimization, while W = 1 is expected to perform temperature
optimization. For three different number of IO pairs, 2, 3 and 4, we have reported
the corresponding testtime values of the SoC and the peak temperature attained. It
can be noticed that W = 0 has resulted in the minimum testtime. As W increases,
testtime degrades, while the peak temperature reduces. Similar trend can be found
for other benchmarks, such as d695 and p93791 reported in Fig. 8.4 and 8.6, for
power budget 11 Watt and 20 Watt.
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Fig. 8.4 Temperature vs. testtime for d695
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Fig. 8.5 Temperature vs. testtime for p22810

6.7 Comparison with Other Methods

Table 8.8 shows the testtime comparison of proposed approach with the works
Liu and Iyengar (2006), Liu et al. (2006) and Manna et al. (2015). We have also
compared the peak temperature with the work reported in Manna et al. (2015).
Works Liu and Iyengar (2006) and Liu et al. (2006) take the peak temperature
as a constraint and produce a test schedule that honor the temperature limit. To
compare between the testtimes, we have fed the peak temperature value reported by
our proposed method in a specific case to Liu and Iyengar (2006) and Liu et al.
(2006) as the temperature constraint. The testtime reported by Liu and Iyengar
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Fig. 8.6 Temperature vs. testtime for p93791

(2006) and Liu et al. (2006) are then compared with the testtime of our approach.
For example, the benchmark p22810 with W = 0.5 and IO pairs 3, the peak
temperature reported by our formulation is 83.01◦ C. This has associated testtime
of 182,060. On the other hand, the works Liu and Iyengar (2006) and Liu et al.
(2006) when fed with a peak temperature constraint of 83.01◦ C, generate a schedule
with testtime 306,445 and 264,765, respectively. In Manna et al. (2015), a model
has been used to compute the temperature. Thus, it provides high temperature and
testtime compared to the proposed method. Taking the results for proposed method
as unity, other approaches, like Manna et al. (2015), Liu et al. (2006) and Liu and
Iyengar (2006) take 19%, 55% and 61% more testtime, on an average, to test the
system and the method Manna et al. (2015) produces 32% more peak temperature
for W = 0. Similarly, for W = 0.5, other methods, such as Manna et al. (2015),
Liu et al. (2006) and Liu and Iyengar (2006) take 17%, 48% and 59% more testtime
and work Manna et al. (2015) produce 37% more temperature. In Table 8.8, unity
in the rank field indicates the best testtime and peak temperature achievable by our
proposed method.

6.8 Thermal-Aware Test Scheduling for 3D NoC-Based
Systems

In this experiment, we have considered symmetrically partially connected 3D mesh
multi-core systems Liu et al. (2011a) with 2 and 4 layers. That is, each router in the
layer has no vertical connection. The experimental results are presented below.
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6.8.1 Trading-Off Peak Temperature and Testtime

Table 8.9 shows the trade-off results for benchmarks. We have varied the weight
parameter, W , to generate solutions. Three IO pairs are noted in the table as 2, 3
and 4. The value W = 0 is expected to produce results optimized towards testtime
minimization, while W = 1 is expected to perform thermal optimization. It can be
noticed that W = 0 has resulted in the minimum testtime. As W increases, testtime
degrades, while the peak temperature improves. The testtime decreases as IO pairs
increase.

6.8.2 Comparison with Other Methods

Finally, Table 8.10 shows the testtime comparison of proposed approach with the
works Liu and Iyengar (2006), Liu et al. (2006) and Manna et al. (2015) also shows
the peak temperature and testtime comparison. The works, Liu and Iyengar (2006),
Liu et al. (2006) and Manna et al. (2015) have been originally proposed to test the
2D multi-core systems. For comparison purpose, we have extended those works for
3D environment. Works Liu and Iyengar (2006) and Liu et al. (2006) take the peak
temperature as a constraint and generate a test schedule that does not violate it. To
compare between the testtimes, we have fed the peak temperature value reported by
our tool in a specific case to Liu and Iyengar (2006) and Liu et al. (2006) as the
temperature constraint. The testtime reported by Liu and Iyengar (2006) and Liu
et al. (2006) are then compared with the testtime of our approach. For example,
benchmark p93791 with W = 0.5, IO pairs 4 and mapped onto 3D NoC having
two layers, the peak temperature reported by our formulation is 82.41◦ C. This has
associated testtime of 169,296. On the other hand, the works Liu and Iyengar (2006)
and Liu et al. (2006) when fed with a peak temperature constraint of 82.41◦ C,
generate a schedule with testtime 209,814 and 208,145, respectively. The proposed
strategy reduces temperature as well as testtime compared to the work in Manna
et al. (2015). The work, in Manna et al. (2015), used a model to calculate the
temperature. Taking the results for proposed method as unity, other approaches, like
Manna et al. (2015), Liu et al. (2006) and Liu and Iyengar (2006) take 23%, 49%
and 62% more testtime, on an average, to test the system and the method Manna
et al. (2015) produces 22% more peak temperature for 3D multi-core systems with
2 layers and W = 0. Similarly, for 3D NoC system with 2 layers and W = 0.5,
other methods, such as Manna et al. (2015), Liu et al. (2006) and Liu and Iyengar
(2006) take 13%, 43% and 45% more testtime and work Manna et al. (2015) produce
27% more temperature. Similar trend can be seen when considered 3D multi-core
systems with four layers. In Table 8.10, unity in the rank field indicates the best
testtime and peak temperature achievable by our proposed method.
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7 Conclusion

In this chapter, we have presented preemptive and non-preemptive schedule strate-
gies to test the cores in 2D and 3D NoC-based systems. A core can support several
test frequencies. It has been shown that the preemptive test strategy has the potential
to reduce the testtime, compared to the non-preemptive version. An ILP has been
formulated for the preemptive testing strategy. It has been seen that ILP is suitable
for small benchmarks. Next, a PSO-based strategy has been proposed to solve
the problem for larger NoCs. The PSO has been also extended for thermal-aware
testing to improve the yield. The experimental results show improvement in terms
of testtime reduction compared to other strategies reported in literature.
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Chapter 9
Conclusion and Future Works

1 Conclusion

NoC has evolved as a standard to solve the communication problem between cores
in a SoC. Application mapping constitutes a very important step in a Network-on-
Chip (NoC) based implementation of an application. For 3D NoCs, mapping should
be performed together with TSV placement to ensure good performance. This thesis
focuses on application mapping together with TSV placement strategy that enhances
the performance of 3D NoC-based system. Several mapping strategies, integrated
with TSV placement have been reported and the performance of the developed
strategies has been compared. The strategies developed can broadly be classified
into four categories (discussed in Chap. 2).

(a) Exact methods using Integer Linear Programming.
(b) Iterative improvement based strategies.
(c) Constructive heuristics.
(d) Meta-search techniques, such as Particle Swarm Optimization (PSO).

All the above algorithms have been proposed to minimize the communication
cost. Algorithms which minimize communication cost may not consider thermal
effects of that solution. To address the same, we have proposed thermal-aware
mapping algorithms for 2D NoC-based system to minimize both the objectives
for a given application. The peak temperature is reduced with little sacrifice in
communication cost. In this direction, this dissertation has proposed solutions—an
exact method and a PSO-based approach. For 3D NoC-based system, two variations
of the problem have been solved—deploying the thermal vias into the given extra
space in the die and without deploying the thermal vias.

Now, testing plays a key role to test such manufactured chip. Yield can be
improved by testing the system quickly and correctly. Furthermore, thermal-aware
test also increases the yield of the system. Thus, a thermal-aware test scheduling
technique for 2D as well as 3D NoC-based systems has proposed. In this direction,

© Springer Nature Switzerland AG 2020
K. Manna, J. Mathew, Design and Test Strategies for 2D/3D Integration for
NoC-based Multicore Architectures, https://doi.org/10.1007/978-3-030-31310-4_9
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the authors have proposed an exact method to test the 2D NoC system and a PSO-
based method for 2D as well as 3D NoC-based systems.

Taking all these observations into consideration, the following conclusions can
be drawn:

(a) The iterative application mapping together with TSV placement technique using
KL-partitioning works well.

(b) The constructive mapping together with TSV placement technique produces
encouraging solutions with less CPU time.

(c) The extended PSO technique produces the best results.
(d) Thermal-aware application mapping for 2D NoC performs better than other

approaches reported in the literature.
(e) Thermal-aware application mapping and physical design for 3D NoC-based

system improves the thermal safety of the system.
(f) Thermal-aware test strategies for those NoC-based systems improve the testtime

as well as the system safety.

2 Possible Future Works

This book presents application mapping together with TSV placement strategies for
3D NoC to improve the performance. Thermal-aware application mapping strategies
have also been proposed for 2D as well as 3D NoCs. To improve the testtime and
thermal safety of the 2D as well as 3D NoC-based system, this book has proposed
the preemptive test techniques. However, some important issues have not been
covered in this book, which are kept as a future work. In the following we have
discussed such issues:

(a) Application-specific NoC: The application-specific NoC design problem takes
as input the chip floorplan, library of NoC components and communication
requirements between the tasks of the application. It synthesizes and outputs
the positions of the routers in the floorplan. Irregular and custom topologies are
needed to handle the challenges in terms of irregular core sizes, different core
locations, and communication flow requirements. An irregular topology may
not have all links and routers in it. The techniques proposed in this thesis can be
extended to custom topologies by suitable modifications, communication cost
computation and candidate position selection for mapping.

(b) Integrated mapping and scheduling: The process of application mapping
answers the question where, but to answer when, scheduling is required. If tasks
of an application are mapped onto one core, task scheduling is required. Given
an application task graph mapped onto NoC architecture, scheduling is the time
ordering of tasks and communications determining the order in which tasks and
transactions between them are to be executed such that the deadlines are met and
some design parameters are optimized. This has to be explored for application
mapping.
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(c) Reliability and fault tolerant technique: The current VLSI technology is
sensitive to fault/unreliablity—transient, intermittent and permanent faults.
Furthermore, such technology is also sensitive to crosstalk, electro-migration
interference and neutron and alpha particle strikes and power supply distur-
bance.

Fault tolerant methods can be used to overcome such problem at difference
level of abstraction from circuit to system level. Application mapping can be
used to improve the system reliability. This has to be explored in future.

(d) Multi-cast based NoC testing: It has been seen that IP-cores are homogenous
in NoC. That is, some cores are similar in nature in NoC. Thus, those cores can
be tested with similar test patterns. Such test packet can be sent in multi-cast
fashion from the source which can reduce the testtime. This has to be explored
in future.
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Communication paradigm, 13
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See also Through-Silicon-Via (TSV)
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Dynamic application mapping
FF strategy, 14
GA and CA, 15
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MAC, 14
MMC, 14
NN mapping strategy, 14
PL mapping, 14
runtime agent-based distributed, 15
task mapping, 14

Dynamic Thermal Management (DTM), 23, 24

F
First Free (FF) strategy, 14

G
Genetic Algorithm (GA), 8, 21, 22, 73, 116

evolutionary approaches, 65
GA-based heuristic search techniques,

17–18

H
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I
Integer Linear Programming (ILP)

mapping strategies, 153
preemptive test scheduling

constraints, 132–136
fitness of individual particles, 140
objective function, 131–132
parameters and variables, 130, 131
pools structure, 130–131

PSO-based approach, 65
and PSO, communication cost, 77
thermal-aware application mapping
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objective function, 90
parameters and variables, 89, 90
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objective function, 90
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Kernighan-Lin (KL) partitioning
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communication cost, configurations

TSV-locations, 57–59
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partitioning algorithm, 37–39
partitioning process, 33
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See also Preemptive test scheduling;
Thermal-aware application mapping

Meta-search techniques, 153
See also Particle Swarm Optimization
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Minimum Average Channel Load (MAC), 14
Minimum Maximum Channel Load (MMC),
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Mixed Integer Linear Programming (MLIP),

16
Multi-cast based NoC testing, 155
Multiple PSO, 101, 102, 108
Multi-Processor System-on-Chip (MPSoC)
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DTM, 23
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Non-preemptive test scheduling, 9, 10, 129,

144
Noxim simulator, 44, 48, 60, 79, 101, 106, 107

P
Particle
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PSO (see Particle Swarm Optimization
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93–96
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particle formulation and fitness

calculation, 92–93
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thermal-aware 3D application mapping
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evolution of generation, 115–116
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particle formulation and fitness

calculation, 113–114
throughput, latency and energy
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TSV placement and application mapping
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evolution of the generation, 71
local and global best particle, 71
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swap operation, 72
swap sequence, 72

Path Load (PL) mapping, 14
Point-to-Point (P2P) communication

architecture, 1–2
Power density, 4, 5, 23
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Preemptive test scheduling
consecutive flits, 127
ILP formulation
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PSO formulation
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test scheduling problem, 129
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Simulated Annealing (SA), 8, 17, 22, 25
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deterministic search, 17
heuristic search, 17–18
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Swarm based optimizer, see Particle Swarm

Optimization (PSO)
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description, 1
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processing cores, 1
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TAPP (thermal-aware mapping technique), 24,
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Task mapping technique, 13–15, 22, 23, 65,
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Technology scaling, 1, 111
Temperature-aware SoC test scheduling, 25
Test-access mechanism (TAM), 25, 125, 126
Testing of 3D-NoC, see Thermal-aware testing

of systems
Test scheduling strategy, 6, 9, 25
Thermal-aware application mapping

communication-aware mapping, 99
CoolMap, 24, 98–104, 107, 108
dynamic performance comparison,
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ILP formulation

constraints, 91–92
objective function, 90

Noxim, 101, 106, 107
power consumption for NoC components,

98
PSO formulation

algorithm, 96–98
AMPSO method, 103
augmentation, 93–96
vs. ILP, DPSO, CoolMap and TAPP, 98,

100
IM and SIMT random number

generator, 99, 101
multiple PSO, 101, 102
non-PSO-based methods, 101, 103
PARSEC, big data application,

106–108
particle formulation and fitness

calculation, 92–93
single PSO, 101, 102, 108
thermal safety, 106
trade-offs, NoC temperature and

communication cost, 103,
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See also Particle Swarm Optimization
(PSO)

temperature calculation, 88–89
Thermal-aware testing of systems
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NoC-based multi-core systems, 25
preemptive test scheduling (see Preemptive

test scheduling)
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Thermal-aware 3D NoC-based systems
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PSO formulation, 118–120
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3D system, 4, 9
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2D NoC, thermal-aware application mapping
(cont.)

IM and SIMT random number
generator, 99, 101

multiple PSO, 101, 102
non-PSO-based methods, 101, 103
PARSEC, big data application, 106–108
particle formulation and fitness

calculation, 92–93
single PSO, 101, 102, 108

thermal safety, 106
trade-offs, NoC temperature and

communication cost, 103, 105–106
temperature calculation, 88–89
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Very Large Scale Integration (VLSI), 23, 33,
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